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Abstract

The Building Technologies Office (BTO) at the US Department of Energy is pursuing a framework
concept to improve building energy efficiency and increase savings potential in commercial
buildings. The “transaction -based framework” enables market-based transactions within and
between buildings, and between buildings and the electric grid. Over the past three years, BTO
has funded the development of a “Transactive Network” to supports energy, operational and
financial transactions. The initial scope focused on transactions between roof top units (RTUs),
and those between RTUs and the electric power grid. Using an open architecture agent-based
platform called Volttron™ [Haack 2013], a set of applications were developed that reside either
on the equipment, on local building controllers, or in the Cloud.

This report documents the development and testing of an extended set of applications, or
“agents”, for the Tansactive Network, focusing on applications for the lighting end use.
Although lighting controls can generally save five to forty percent in end use energy, they
remain under-adopted in commercial buildings. Key barriers include high cost and complexity,
improper configuration and commissioning that prevent optimal operations and savings, and
lack of visibility into achieved savings. In response, this work focuses on two applications -
automated fault detection and diagnostics (FDD), and automated measurement and verification
(M&V) of energy savings. The agents are designed for schedule-based controls, and in the
future, can be enhanced for application to more advanced strategies such as occupancy-based
control, and daylighting.

The contents of this report detail the programming of the M&V and FDD applications;
specifically, the architecture of the Transactive Network lighting system and associated agents,
agent inputs and outputs, and underlying logic. In addition, demonstration and testing results
are presented, covering a description of the occupied office environment in which the agents
were implemented, energy use characterization for the no-controls-automation base case,
achieved energy savings, and results from executing the diagnostic agent.

The ability to effectively and accurately quantify project specific savings was successfully
demonstrated for the M&V agent. This is in contrast to demonstration studies that have
focused on establishing general savings levels that can be expected from one control strategy
versus another. For example, it is generally accepted that scheduling can save five to fifteen
percent in energy use. However, given the atypical occupant behavior in the demonstration
site, the measured and verified savings were on the order of sixty percent. These savings are
significantly higher than those generally expected when implementing schedule-based controls.
This was due to the fact that energy use in the base case was extremely high because of severe
under-use of manual controls; and occupants commonly left the lights on all night and all
weekend in both demonstration zones. The ability of the FDD agent to successfully identify
scheduling faults was also demonstrated in the Transactive Network demonstration site, and
with data from an additional set of buildings with schedule-based controls.
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1 Introduction

[Somasundaram et al. 2014] The Building Technologies Office (BTO) at the US Department of
Energy is pursuing a framework concept to improve building energy efficiency and increase
savings potential. The “transaction-based framework” enables market-based transactions
within and between buildings, and between buildings and the electric grid. Four types of
transactions are envisioned: end user services; energy market services; grid services; and
societal services. Within this framework, transaction-based building controls offer the potential
to generate new value streams by negotiating complex interactions, and market-based
contracts in parallel with, or instead of conventional control paradigms.

Over the past three years, BTO has funded the development of a “Transactive Network” to
supports energy, operational and financial transactions. The initial scope focused on
transactions between roof top units (RTUs), and those between RTUs and the electric power
grid. Using an open architecture agent-based platform called Volttron™ [Haack 2013], a set of
applications that reside either on the equipment, on local building controllers, or in the Cloud,
were developed. These agents were developed through a multi-laboratory collaboration
between Pacific Northwest National Laboratory, Lawrence Berkeley National Laboratory (LBNL),
and Oak Ridge National Laboratory. Key applications included automated fault detection and
diagnostics for RTUs, advanced control strategies for RTUs, continuous measurement and
verification of energy savings, renewable integration, refrigeration, and demand response
[Katipamula 2013; Piette 2013; ORNL 2014].

This report documents the development and testing of an extended set of agents for the
Transactive Network, focusing on applications for the lighting end use. Although lighting
controls can generally save five to forty percent in end-use energy [Williams 2011], they remain
under-adopted in commercial buildings. Key barriers include high cost and complexity,
improper configuration and commissioning that prevent optimal operations and savings, and
lack of visibility into achieved savings. In response this work focuses on two applications: 1)
automated fault detection and diagnostics, and 2) continuous measurement and verification of
end use energy savings. The agents are designed for schedule-based controls, and in the future
can be enhanced for application to more advanced strategies such as occupancy-based control,
and daylighting.

Sections 2 and 3 of this report contain documentation associated with the programming of the
agents, including:
* the architecture of the Transactive Network lighting system and associated agents
* a description of the agents that were programmed, including inputs and outputs, and
the logic underlying the algorithms

Sections 4-5 contain details of how the agents were integrated into the occupied office
environment, and testing and implementation results, including:
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¢ description of the office environment

* integration of the Volttron agent platform, lighting control system, and agents

* baseline energy use characterization of the base case (manual occupant switching only,
no controls automation) implemented for the M&V agent

* achieved energy savings relative to the base case

* results from executing the diagnostic agent

Section 6 provides a conclusion and summary of next steps.

2 System Architecture

Figure 1 shows the generalized architecture of the RTU Transactive network system that was
developed in prior work. This is provided as a reference point to understand the lighting-
focused architecture that was developed in this effort. A Modbus device interface connects the
local RTU controller to the agents, and the local controller operates the rooftop unit. Data are
stored in the cloud, and the on-site Volttron instance is used to message between applications,
data stores, and devices.

Shown in Figure 2, Transactive lighting system architecture includes a diagnostic agent, and an
M&V agent that reside within the Volttron platform. Analogous to the prior RTU network
architecture, a BACnet device interface links the local lighting controller to the agents, and the
local controller actuates the lights. Data relevant to the control, diagnosis, and savings M&V are
stored in the cloud, using the sMAP protocol [UC Berkeley 2014], and the on-site Volttron
instance is used for messaging.
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3 Description of Diagnostic and M&V Agents

3.1 Lighting M&V Agent Description

The lighting M&V agent quantifies the savings associated with the implementation of
automated control strategies, relative to a base case of no controls automation. A recent study
has shown that 70% of all commercial buildings, and 52% of all offices feature no automated
lighting controls [NCI 2012]. This relatively low level of adoption presents a significant
opportunity for concerted efforts to accelerate deployment by addressing barriers associated
with perceptions of technology effectiveness in generating reliable, cost effective energy
savings.

While implemented in this project to quantify savings associated with scheduling, the agent
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design follows the general M&V case. It quantifies the change in lighting energy consumption
between two time periods, and therefore can be used to compare the energy used before and
after an Energy Conservation Measure is installed. Data from the “pre-installation” or simply
the “pre” period, are compared to those from the post-installation or “post” period.

Inputs and outputs to the lighting M&V agent are shown in Figure 3, and summarized below.
The outputs of the agent can be accessed by other applications with user interfaces, such as
web-based visualization and tracking tools.

Inputs:
1. Lighting load interval data from “pre” period
2. Lighting load interval data from “post” period
3. List of holiday dates (optional)
4. Hour of day that defines the start of the 12-hour “day” for purposes of summarizing
changes by daytime and nighttime (optional; the default is 6:30 a.m.)
Outputs:

1. Time series of difference in load between pre and post period, for an average week of
each

2. Summary of average load difference by {weekend/weekday/holiday} and
{daytime/nighttime}.

3. Average load reduction for an average week with no holiday

Transactive Network Lighting Project Final Report: Development of Diagnostic and M&V Agents, and 7
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Figure 3. Inputs and outputs for the Transactive Network lighting M&V agent

3.2 Logic for the Lighting M&V Agent

The logic underlying the overall steps in the M&V algorithm is provided below. Detailed
pseudocode sufficient for programmers to replicate the algorithm in a programming language
other than Python is included in the Appendix.

The lighting M&V agent first calls a separate “lighting baseline agent” that analyzes lighting data
from the pre period in order to generate a baseline prediction for the post period. The baseline
agent uses very simple logic: its prediction for a given time during the week on a non-holiday is
the average load at that time of the week for other non-holidays during the pre period; for
example, the prediction for a Tuesday at 10:15 a.m. is the average load at 10:15 a.m. across all
Tuesdays. For a holiday, the day of the week is ignored: the prediction for a holiday at 10:15
a.m. is equal to the average load on 10:15 a.m. during holidays. A complication is how to handle
the case that the pre period does not contain a holiday, but the post period does; in this version
of the software we treat the holiday as a typical day, ignoring the fact that it is a holiday,
however other default behaviors can be configured.

The lighting baseline agent can be thought of as a module within the M&V agent, but is
implemented as a standalone agent that can be called independently of the M&V agent if
desired. Inputs and outputs to the baseline agent are shown in Figure 4, and summarized
below. As for the M&V agent, the outputs of the diagnostic agent can be accessed by other
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applications with user interfaces, such as web-based visualization and tracking tools.
Inputs:

1. Time series of load data during “pre” period
2. Timestamps for which predictions are desired (typically the “post” period)
3. List of holiday dates (optional)

Outputs:
1. Time series of predicted load during the specified period

As described in Section 3.1, after obtaining a baseline prediction from the Baseline Agent, the
M&V agent compares the baseline prediction to the actual load in the post period, and
summarizes the differences in several ways including: the difference in average load on
weekend days and nights, weekday day and nights, and holiday day and nights; and the
resulting difference in energy consumption for an average week that does not include any
holidays. The latter quantity is the main quantity of interest but the others may be useful in
understanding the result.

Lighting load
interval data, pre
period or base case

Times prediction Predicted load for

requested Baseline Agent indicated period

Optional: list of
holiday dates

Figure 4. Inputs and outputs for the Transactive Network baseline agent

3.3 Diagnostic Agent Description

The diagnostic agent addresses four faults associated with scheduled lighting controls that can
negatively impact energy savings and occupant experience:

Lights don’t turn on/off according to programmed schedule times

Lights don’t turn on/off according to building manager’s intended schedule,
Schedules are not optimally defined,

Overrides are not optimally configured

PwnNnpE

The inputs and outputs of the diagnostic agent are shown in Figure 5. These inputs represent
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the superset of possible diagnostic data, however in any given building, it is likely that only a
subset of inputs will be available. The algorithms were designed to provide useful outputs, even
when provided a subset of the potential inputs. If accessible to parallel applications through, for
example BACnet or other control system interfaces, the implemented schedule can be acquired
by the FDD program; otherwise it is configured upon installation of the program. Relay status,

lighting load, and occupancy are also data streams that may be accessible through BACnet or
other interfaces.

Override status
(time series)

Relay status (time
series)

Implemented
schedule

Override timeout

Optional: load data
(time series)

Optional:
occupancy (time
series)

Optional: expected

load change “No Fault”
OR
Optional: expected Diagnostic Agent Identification and
occupancy times diagnosis of Faults
1-4
Optional: actual vs.
system time
Optional: intended
schedule
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Figure 5. Inputs and outputs for the Transactive Network lighting diagnostics agent

3.4 Logic for the Diagnostic Agent

The logic that describes the overall steps in the diagnostic algorithm is provided below.
[Detailed pseudocode sufficient for programmers to replicate the algorithm in a programming
language other than python is included in the Appendix. ]

Fault 1: Lights don’t turn on/off according to programmed schedule times
The following “checks” underlie the logic used to detect and diagnose cases in which the lights
do not turn on or off at the times dictated in the programmed schedule:

* Is the system time correct?

* Does relay/group status match the on/off states programmed in the schedules?
* Did a switch event (occupant override) occur?
o Did the switch event cause the mismatch between relay status and programmed
schedule?
* If load data is available, do loads change as expected at scheduled times?

The answers to each of these ‘checks’ are combined in the logic to determine whether the fault
has occurred, and to identify potential causes, or system failures. System failures associated
with Fault 1 include: time clock failures, command logging errors, communication failures, and
actuator failures.

Fault 2: Lights don’t turn on/off according to manager’s intended schedule
The following “checks” underlie the logic used to detect and diagnose cases in which the lights
do not turn on or off according to the manager’s intended schedule.
* Do programmed on/off times all for weekends, weekdays and holidays equal those
specified by the building manager?
o Schedules specified by the building manager comprise a priori data
* |f schedules are correctly programmed, and match the manager’s intent, do lights turn
on/off according to those programmed schedules?

The answers to each of these ‘checks’ are combined in the logic to determine whether the fault
has occurred, and to identify potential causes, or system failures. System failures associated
with Fault 2 include: programming errors, and by association with Fault 1, time clock failures,
command logging errors, communication failures, and actuator failures.

Fault 3: Schedules are not optimally defined

Determining optimal scheduling is a more fuzzy or qualitative problem than that of diagnosing
appropriate time-of-day actuation, as in Faults 1 and 2. For the purposes of this project
suboptimal is defined as conservative scheduling that presents efficiency opportunities, or as
overly-aggressive scheduling that delivers poor service to the occupants. Given that the fault is

Transactive Network Lighting Project Final Report: Development of Diagnostic and M&V Agents, and 11
Implementation in an Occupied Office Environment



defined more qualitatively, the algorithm flags the potential to improve operations or efficiency
rather than detecting and diagnosing failures in system operations.
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If any of the following are true, flag a potential opportunity to improve efficiency by reducing
scheduled hours-on:
* Do programmed on/off times align with expected building occupancy?

o Are programmed ‘on’ times much earlier than expected occupancy?
o Are programmed ‘off’ times much later than expected vacancy?
o Expected occupancy and vacancy times comprise a priori data
* Is duration of scheduled ‘off’ time too short on weekdays or on weekends?
* Do switch events to ‘off’ occur frequently and prior to scheduled ‘off’ times?
* If zone occupancy data is available
o Is the time of first morning entry fairly regular (low variability), and is the
average time of first morning much later than scheduled on times?
o Is the time of last evening exit fairly regular (low variability), and is the average
time of last exit much earlier than scheduled off times?

If any of the following are true, flag a potential opportunity to improve service by extending the
scheduled hours-on:
* If the system is auto-on (vs. manual-on)

o Do switch events to ‘on” occur frequently and soon after scheduled ‘off’ times?
o Do switch events to ‘on” occur frequently and prior to scheduled ‘on’ times?
* If zone occupancy data is available
o Is the time of first morning entry fairly regular (low variability), and is the
average time of first morning much earlier than scheduled on times?
o Is the time of last evening exit fairly regular (low variability), and is the average
time of last exit much later than scheduled off times?

Fault 4: Overrides are not optimally configured

Similar to the case of optimal scheduling, optimal configuration of overrides is a fuzzier problem
than that of diagnosing appropriate time-of-day actuation. For the purposes of this project
suboptimal is defined as time-out configurations that are too long, and present efficiency
opportunities, or that are too short, and result in poor service for the occupants. Given that the
fault is defined more qualitatively, the algorithm flags the potential to improve operations or
efficiency rather than detecting and diagnosing failures in system operations.
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If any of the following are true, flag a potential opportunity to improve efficiency by reducing
the length of the override time-out:
* Do switch events to ‘off’ occur frequently and prior to elapse of the time-out?

* If zone occupancy data is available
o Is duration of after-hours occupancy events significantly shorter than the length
of the time-out?

If any of the following are true, flag a potential opportunity to improve service by increasing the
length of the override time-out:
* Do switch events to ‘on’ occur frequently and soon after the time-out has elapsed?

* If zone occupancy data is available
o Is duration of after-hours occupancy events significantly longer than the length
of the time-out?

4 Integration of Agents in an Occupied Office Environment

In this section we describe the office environment into which the Transactive Network lighting
agents were integrated. The office layout, zoning, lighting system, and occupant characteristics
are overviewed. In addition we detail the agents’ configuration, their hosting on the Volttron
platform, and the communication pathways and data streams that integrate the office lighting
system and agents.

4.1 Description of the Office Environment

The environment that was used for this work consists of open-plan cubicle spaces, in the
interior of an office floor that includes perimeter personal office spaces. This floor comprises
the occupied ‘Lighting and Plug Load Testbed’ in LBNL’s FLEXLAB [LBNL 2014a]. The Transactive
Network demonstration was conducted across 17 occupant cubicles, configured into two
lighting control zones, as shown in Figure 6 (zone boundaries are indicated in Figure 9). Each
zone features two fixture banks, and each bank contains six linear fluorescent lamp segments
that are oriented vertically with respect to the diagram in Figure 6. These fixtures can be
controlled manually, via occupant-accessible switches, or programmed for automated control,
through a WattStopper DLM (Digital Lighting Management) system [WattStopper 2014]. Figure
7 contains a photograph of this demonstration space. The occupants in these office spaces are
researchers, who typically conduct a mix of computer- and paper-based work.
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Figure 6. Diagram of the office environment to demonstrate the lighting Transactive Network

Figure 7. Photograph of the office environment to demonstrate the lighting Transactive Network

4.2 Integration of the agent platform, lighting control system, and agents

Figure 2 in Section 2 of this report provided a schematic block diagram of the Transactive
Network lighting implementation. Here, we describe in further detail, the integration of the
agents, with the host Volttron platform, and the office lighting system, focusing on the software
components, their location on diverse computer hardware, and data communications and
storage elements of the integrated system. In this implementation the agents and database
were locally on an on-site computers, however, they can also be located in the cloud.

At the highest conceptual level, the system performs the following functions: (1) monitor the
lighting in two zones, including operation of switches and relays as well as the power
consumption; (2) log the data to a SMAP database; (3) run software agents to analyze the data
and report results, with the communication between agents and the database taking place via
the Volttron message bus.
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Figure 8 shows a schematic diagram of the monitoring and control of the lighting system, and
integration with the Transactive Network platform and agents. The Wattstopper DLM system is
the hardware and software infrastructure for sensor data acquisition and control of the lights.
There are six overhead lamp segments in each zone. Each light is plugged into an outlet that is
connected to an LMRC-211 Single Relay w/0-10V Dimming Room Controller. The LMRC-211 is
connected to a LMBC-300 Network Bridge, along with other plug load controllers, switches,
occupancy sensors and light sensors located within a single office. Up to five network bridges
are daisy chained together to form a single BACnet MS/TP segment network and connected to a
BaS (BACnet MS/TP to BACnetIP) router. The BaS router is then connected to a regular Ethernet
switch. Each router has a maximum of six network segments and coordination of lighting
controllers is limited and isolated to each router.

Since the lights in each zone span multiple routers, the Wattstopper Segment Manager
efficiently synchronizes controls to simulate zone controls. For the base case, all six lights in
each zone are associated with a single digital light switch for manual on-off operation. For the
scheduled control case, a schedule can be assigned to the zone lights and manual override
settings can be assigned to the light switch. For the occupancy-based control case, the zone
lights will be controlled with feedback from the zone occupancy sensors. All lighting controls
for each case are programmed directly into the Wattstopper DLM.

Power measurements of the lights are converted through a National Instruments (NI) compact
Realtime Input Output (cRIO) system to be read over Ethernet. Each 120V circuit for lighting
has current transducers (CTs) that output a low voltage signal that varies in proportion to the
amount of current flowing through the main circuit. These low voltage CT signals are
individually fed via BNC connections to a patch panel that is interfaced to the NI cRIO chassis.
The cRIO converts the analog CT signals to digital values that can be retrieved over Ethernet.

For network security reasons, all communication with the Wattstopper and National
Instruments devices is through the Calbay Central Workstation (CWS) server portal. The CWS
communicates over Ethernet to the Ba$S routers to monitor and control all Wattstopper devices
using the BACNet protocol.

The sMAP client polls the CWS every five minutes to fetch real-time load data, as well as
Wattstopper device states, including light switches, relay states, and occupancy sensor
readings. The retrieved data is posted to smap.lbl.gov for archiving and visualization purposes.
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Figure 8. Diagram of the integration of the control system, and Transactive Network agent platform

The workflow of the data analysis system is as follows.
1. A “Supervisory Agent” is run. One of its tasks is to schedule itself (via the PNNL

Scheduler Agent) to run again one minute later.

2. The Supervisory Agent requests data from sMAP: zone power, relay state, switch state.
3. When the requested data are provided, the Supervisory Agent calls the M&V Agent and
the Fault Detection Agent and sends them the appropriate data via the Volttron
Message Bus.
4. Each agent operates on the input data and sends the results back to the Supervisory
Agent via the Volttron Message Bus.
5. The Supervisory Agent reads the results from the Message Bus and writes them to local

files.

The diagnostic and measurement and verification agents have been submitted to the repository
at https://bitbucket.org/berkeleylab/eetd-tn-lighting. This is a private repository where
collaborators can be granted access as needed.
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5 Measurement and Verification, and Diagnostic Results

Following integration of the agents into the demonstration office environment, a base case was
implemented that represents the most common case in offices — manual, switch-based
occupant control, with no automation [NCI 2010]. The base case was designed and configured
to reflect the most common office implementations. Specifically, the lights in each zone (the
‘Blue Zone’ and the ‘Gold Zone’) are commonly actuated to ‘on’ and ‘off’ states with a wall-
mounted switch accessible to the occupants. This base case configuration is shown in Figure 9.
The base case was implemented for 33 days (almost 5 weeks), and used to establish the
baseline energy consumption model that was used in the M&V agent. The M&V agent is
described in Sections 3.1 and 3.2 of this report.
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Figure 9. Diagram of the base case for the Transactive Network lighting demonstration

Once the baseline energy consumption model was established, the fault detection and
diagnostic agent was executed to verify that the agent was able to correctly identify the
absence or incorrect implementation of schedules.

5.1 Measurement and Verification Agent, Baseline Results

The baseline model used for the M&YV agent was used to quantify the energy savings associated
with the implementation of a schedule-based control strategy. In the Blue Zone (Zone 1) the
schedule was set to “on” at 8:00 AM, and “off” at 6:00 PM. In the Yellow Zone (Zone 2), the
schedule was set to “on” at 6:00 AM, and “off” at 6:00 PM. The slight difference in schedules
was to facilitate testing and validation of system configurations as well as algorithm and sensed
data outputs — not to match any known differences in the occupant’s actual occupancy
patterns. In both zones, the timeout for after-hours occupant overrides from “off” to “on” was
configured to 2 hours.
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As described in Section 3.2, the M&V baseline model characterizes the average lighting weekly
lighting load for a manual controls base case, for {weekends/weekdays/holidays}, and during
{daytime/nighttime} hours. The inputs for the baseline model include the load time series and,
optionally: a start time for the “daytime” (default 6:30 a.m.); a list of which days are
“workdays” (default Monday — Friday); and list of holiday dates.

Table 1 summarizes the specific data streams that were available from the demonstration office
environment, and used to create the baseline model. Zone power may be available in cases
where scheduling is implemented using dedicated lighting automation panels, or stand-alone
lighting control systems that offer ballast control; in cases where submetered power data is not
available, relay status can be combined with knowledge of the controlled lighting load (kW), to
create a calculated measure of power.

Table 1. M&V baseline model inputs, data sources, and measurement and calculation details

Model input Source of data Measurement and calculation details

Time series of zone Wattstopper data, logged ‘Virtual’ sensor point created by summing power data

power to sMAP from individual ballasts. ‘Virtual’ sensor point created
from relay data from individual ballasts, multiplied by
lamp load information

Holiday and Standard US calendar

weekend/weekday

dates

‘Daytime’ and Hardcoded algorithm input | A 12-hour day is assumed, with a default daytime start

‘Nighttime’ hours defined as 6:30 AM, nighttime start at 6:30 PM

The Lighting M&V Agent was demonstrated using data from the occupied office environment.
Table 2 summarizes the baseline energy use for the base case, which was then used to quantify
savings from the use of scheduling.

Table 2: Baseline energy profile from the base case, quantified by the Transactive Network lighting M&V agent

Day Type Daytime (6 a.m. — 6 p.m.) Nighttime (all other times)
Blue Zone Gold Zone Blue Zone Gold Zone
Workday 688 W 691 W 673 W 676 W
Non-Workday 709 W 712 W 708 W 708 W
Holiday No data No data No data No data

Total average power consumption for a non-holiday week: Blue Zone (Zone 1) 687 W, Gold
Zone (Zone 2) 691 W.

To help visualize the results shown in the table, Figure 10 contains a plot of the baseline energy
use that characterized the base case, as monitored over the 33-day measurement period. Mean
load is shown for each time period during the week, and the average load during the week is
shown at the far right. The data reflect the actual manual switching behaviors from the office
occupants. In order to capture the most realistic energy usage conditions, no intervention or
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attempt to influence occupant behavior was made by the research team. As the figure
indicates, lights in both zones were left on almost all the time in the baseline period.
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