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PREFACE

THE ASEAN-USAID BUILDINGS ENERGY CONSERVATION PROJECT

Technology is the second in a series of three volumes that culminate an eight-year effort to pro-
mote building energy efficiency in five of the six members of the Association of Southeast Asian
Nations (ASEAN). The Buildings Energy Conservation Project was one of three energy-related
sub-projects sponsored by the United States Agency for International Development (USAID) as a
result of the Fourth ASEAN-US Dialogue on Development Cooperation in March 1982. lt was
conceived as a broad and integrated approach to the problem of bringing about cost-effective
energy conservation in Indonesia, Malaysia, the Philippines, Singapore, and Thailand (Brunei was
the one ASEAN member nation that did not participate).

This volume is a compilationof papersthat reporton specificenergyefficiencytechnologies
in the ASEAN environment.Further findingsof the ASEAN-USAID Projectare collected in the
remainingtwovolumesof thisseries,whichcoverthe followingtopicsindepth:

• Volume I - Energy Standards, summarizes intensiveeffortsthat have resultedin new
commercialbuildingstandardproposalsfor four ASEAN countriesand revisionof the
existingSingaporestandard.

• Volume IV - Audits presentsthe resultsof auditsthat were performedon a largesam-
ple of ASEAN commercialbuildings.This informationwas used to create an ASEAN-
wide energy use database. The researchwas largelyconductedby ASEAN analysts
andprofessionalsin localuniversitiesand governmentinstitutions.

PROJECT PHILOSOPHY AND CONTEXT

Underlyingevery aspect of the ASEAN-USAID BuildingsEnergy ConservationProjectwas a
recognitionthat there were significantsocial,economic,and environmentalbenefitsto be gained
throughenhancedenergyefficiency. Forthe ASEAN nations,as for developingcountriesali over
the world,the processesof modernizationand industrializationhave been accompaniedbyrapid
growthin energyconsumption.Inthe ASEAN region,commercialenergyconsumptiongrewfrom
27 to 85 milliontonsof oilequivalent(Mtoe),a factorof 3.15, duringthe periodfrom 1970 to 1987.
Electricityconsumptionincreasedfrom 20 to 101billionkilowatthours(kWh), or bya factorof five.
Both growth rates were substantially in excess of the growth of economic productivity in the
region; gross domestic product (GDP) increased by a factor of 2.5 during the same period.

While energy consumption has traditionally been regarded, and encouraged, as a vital input
and stimulant of economic growth, the experiences of many of the industrialized nations recently
have demonstrated the potential for decoupling economic growth rates from energy consumption
growth rates. The benefits of this decoupling in an era of expensive energy sources, limited finan-
cial and natural resources, and critical global and local environmental stresses are also increas-
ingly recognized. By supporting efforts toward improved energy efficiency through the ASEAN-
USAID Project, the larger hope was to realize the potential for:

• Reduced growth of electricity demand to free capital for other uses, while avoiding the
environmental externalities associated with power generation,

• Lower oil imports for many ASEAN countries to reduce balance of payments problems,
and

• Money saved on electricity bills to be put to more productive uses.
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The ASEAN-USAID Project targeted energy conservation in buildings because growth of
electricity consumption in this sector has been particularly rapid throughout the region. In 1970,
residential buildings in ASEAN consumed approximately 3.5 billion kWh and commercial build-
ings, 4.3 billion kWh. By 1987, these figures had grown to 22 billion kWh and 23 billion kWh,
respectively. Thus, buildings in ASEAN---residential and commercial---currently make up 45% of
the demand for electricity in the region. Their consumption has grown almost six-fold during this
17-year period, or at an annual rate of 10.9%.*

One of the immediate implications of increasin9 energy consumption is financial expense.
The total annual cost of electricity for buildings in ASEAN (45 billion kWh) is about $4 billion
(U.S.), and if industrial buildings, self-generation, and "public consumption" are counted, the total
annual bill may be as high as $5 billion (U.S.). Since electricity consumption in buildings has
grown rapidly and is likely to continue to do so, utility costs in the sector are likely to increase
markedly over time. Because buildings represent such a significant fraction of electricity consump-
tion in the region, they represent an important target sector for national efforts aimed at reaping
the economic and environmental benefits of increased energy efficiency.

The ASEAN-USAID Project focussed on commercial buildings because of the magnitude of
potential savings in this energy use sector. As described in greater detail elsewhere in this series,
the potential for electricity savings in commercial buildings is significant:

• 10% savings achievable in the near term,

• 20% savings achievable in the intermedLateterm (5 to 10 years), and

• 40% or more savings achievable in the longer term.

A 10% reduction in commercial building energy use in ASEAN represents $200 million
(U.S.) savings in fuel bills per year. Deducting the costs of investments needed to achieve these
savings yields net annual savings to ASEAN of $100 to $150 million (U.S.).

A BRIEF HISTORY OF THE ASEAN-USAID BUILDINGS ENERGY CONSERVATION PRO-
JECT

The first phase of the Project was initiatedin 1982 with a collaborationby U.S. researchersat
LawrenceBerkeleyLaboratory(LBL) andthe Singaporegovernment.This firstefforthad several
purposes,namely:

• to transferto Singaporea computercode (DOE-2) to analyzethe energyperformance
of buildings,

• to analyze measuresto increasethe energyefficiencyof buildingsin Singapore,

• to use the analysis resultsto extend and enhance Singapore's standardson energy
efficiencyin buildings,and

• to establish a process whereby the other ASEAN members can benefit from the
experience in Singapore, including the use of DOE-2, the analysis to support energy
standards, and the process of adapting and implementing building energy standards.

Detailed results of this first phase were presented at a conference in Singapore in May 1984.
The proceedings from this conference are available in a separately bound volume. They include

• Indeed, these consumptionestimatesunderestimatethe actual electricitydemand attributableto buildingsfor
at least three reasons: (1) a sizeable portion of industrialelectricityconsumptionIs for building services, (2)
electricitygenerated on site,either as backuppoweror for normal use, is countedas self-productioneven if it is
usedin buildings,and (3) the category"publicelectricityconsumption"may includeconsiderableuse of electri-
city inbuildings. Thus, it islikely that buildingsinASEAN accountforconsiderablymore than 45% of total elec-
tricitydemand-probably inthe range of 55 to 60%.
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technical studies supporting recommended overall thermal transfer value (OTrV) refinements as
well as energy performance simulation results, descriptions of existing energy conservation activi-
ties within ASEAN, and papers on several topics related to energy conservation in commercial
buildings.

With the initiation of a second phase in 1985, the focus of the ASEAN-USAID Project was
expanded to include the other participating ASEAN nations. Its purpose remained to promote the
development and implementation of policies to improve the energy efficiency of commercial build-
ings. In pursuit of this goal, the Project funded 22 different research sub-projects within the five
participating ASEAN countries. The current series represents a compilation and synthesis of
several of the many research papers that grew out of the overall Project.

Since its inception, the ASEAN-USAID Project has provided training to ASEAN participants,
supported research projects throughout ASEAN, conducted research at LBL, and engaged U.S.
consultants to work with ASEAN governments and private sector participants to design programs
and policies. Within the Project, a key policy focus has been the application of technical tools to
the development and assessment of efficiency standards and guidelines. The Project has
stressed training (especially in computer simulation of building energy use and energy auditing)
and the enhancement of research and development capabilities in ASEAN. Much of the data
gathering, analysis, and research activity conducted under Project auspices was directed toward
the eventual implementation of energy efficiency standards for ASEAN commercial buildings.

°°.
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CHAPTER 1: INTRODUCTION

This volume reports on research in the area of energy conservation technology applied to com-
mercial buildings in the Association of Southeast Asian Nations (ASEAN) region. Unlike Volume I
of this series, this volume is a compilation of original technical papers prepared by different
authors in the project. In this regard, this volume is much like a technical journal.

The papers that follow report on research conducted by both U.S. and ASEAN researchers.
The authors from within the ASEAN region, representing Indonesia, Malaysia, Philippines, and
Thailand, come from a range of positions in the energy arena, including government energy agen-
cies, electric utilities, and universities. As such, they account for a wide range of perspectives on
energy problems and the role that technology can play in solving them.

This volume is about using energy more intelligently. In some cases, the effort is towards
the use of more advanced technologies, such as low-emittance coatings on window glass, thermal
energy storage, or cogeneration. In others, the emphasis is towards reclaiming traditional tech-
niques for rendering energy services, but in new contexts such as lighting office buildings with
natural light, or cooling buildings of ali types with natural ventilation.

Used in its broadest sense, the term "technology" encompasses ali of the topics addressed
in this volume. Along with the more customary associations of technology, such as advanced
materials and equipment and the analysis of their _erformance, this volume treats design con-
cepts and techniques, analysis of "secondary" impacts from applying technologies (i.e., unin-
tended impacts, or impacts on parties not directly involved in the purchase and use of the technol-
ogy), and the collection of primary data used for conducting technical analyses.

The papers that follow cover a broad range of technologies, impacts, and approaches.
Chapter 2, authored by Busch, compares the subjective responses of Thai office workers to the
thermal conditions of air-conditioned and naturally ventilated spaces. In Chapter 3, Bauman et aL,
use wind tunnel experiments to analyze the natural ventilation potential of various building
geometries in densely settled urban areas. In Chapter 4, Boon-Long et aL, use the ESP building
energy simulation model to estimate how effectively thermal comfort can be achieved through
natural ventilation in typical small public buildings found in the provinces of Thailand. In Chapter
5, Soegijanto et al., describe an effort to compile and measure general weather data, including
solar radiation data, in Indonesia for use in energy analysis. Busch in Chapter 6 performed a
parametric energy simulation exercise using the DOE-2 model, comparing the energy and
economic performance of prototypical office, hotel, and retail buildings in Thailand. Chapter 7, by
Sullivan et aL, looks at the effect of fenestration characteristics on the energy use of offices in
Singapore. Huang et al., in Chapter 8, develop regression equations, based on DOE-2 simula-
tions, for predicting the savings from daylighting offices in Singapore. In Chapter 9, Busch and
Warren analyze air-conditioning systems of varying types and configurations under different
operating conditions for the Malaysian climate. In Chapter 10, Soriano studies the feasibility of
cogeneration technology applied to Philippine hotels and hospitals. Wyatt, in Chapter 11,
assesses the economics of applying thermal storage technology in office buildings in each of the
ASEAN countries using current electricity tariffs. In the final chapter, Sairan and Azit evaluate the
(hypothetical) use of thermal storage technology in the office sector from the point of view of the
Malaysian electric utility.

J.F. Busch
Berkeley, CA USA

June 24, 1992
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CHAPTER 2: THERMAL RESPONSES TO THE THAI OFFICE ENVIRONMENT

J.F. Busch
EnergyAnalysisProgram
AppliedScienceDivision

Lawrence BerkeleyLaboratory
Berkeley,CA 94720 USA

ABSTRACT

This paper reportson a fieldstudyof over 1100 Thai office workers in whicha questionnairesur-
vey and simultaneousphysical measurementswere taken. Both air-conditionedand non-air-
conditionedbuildingswere included. The data are compared to those from other field studies
from both temperate and tropical climates. We analyzed Thai subjective responses on the
ASHRAE, Mclntyre, and other ratingscales, relatingthem to EffectiveTemperature,demograph-
ics, andto rationalindicesof warmth, suchas PMV and TSENS. Selectedresultsare as follows:
the neutral temperature of the whole sample was 25 °C and in rough agreementwith several
empirical model predictions;the ASHRAE Scale category widths determined through probit
analysisexceedby severaldegreespreviouslypublishedfindings;and Thai conditionsof thermal
acceptabilityexist over a broad range of EffectiveTemperature,from 22 to 30.5 °C, pushingthe
summercomfort zone outwardsby 4 °C. These findingssuggestthat withoutsacrificingcomfort,
significantenergy conservationopportunitiesexistthroughthe relaxationof upperspacetempera-
ture limits.

INTRODUCTION

To date the majorityof studiesof human responseto the thermal environmentin buildinginteriors
have been carried out in thetemperate climatesof industrializedcountries. Inthispaper, findings
of a field studyof thermal comfort in officesin Bangkok,Thailand,are presented. The field study
is part of a largerstudyof energyconservationpotentialin Thai commercialbuildings.

lt is important to examine thermal comfortin the context of tropical developingcountries
because of the concentrationof world populationand growth there. Currently, air-conditioned
buildingsinthe tropicsand elsewhereare designedaccordingto criteriabasedon comfort studies
of white, male, college-agerespondentsfrom the West. Becausethe conditionsof race, age dis-
tribution,climaticexperience,and perhapsexpectationare so differentin mostdevelopingcoun-
tries, these criteria may be inappropriate. Specifically,there may be opportunitiesto save energy
and capital investmentin air-conditioningequipmentshouldthere be a preference for or higher
toleranceof thermalenvironmentalfactors,suchas temperature,humidity,andairflow.

The objectiveshere are to place the data collectedin Thai officesin contextbycomparison
with resultsof other researchers,particularly those from tropical countries, and to contrastthe
resultsfrom differentsubgroupingsof the data, such as betweenseasons, betweenconditioned
and un-conditionedbuildings,betweenmen and women,andother comparisonswhere appropri-
ate. Ultimately,the goal of this thermal comfort research is to define the limitsof tolerance or
acceptabilityof conditionsfor the purposeof determiningenergy conservationpotential in build-
ings. The restof the paper containsa sectionon the methodsusedfor gatheringand processing
the data,followedbydiscussionof the results,conclusions,and recommendationsfor futurework.

METHODOLOGY

Inthe followingsectionwe describethe buildingsand howwe chosethem. We then discussour
methodsfor conductingthe field surveyand carryingout the analysis.
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Building Selection

Thecdteda for selectingbuildingsfor the field studywere as follows:

1. Located in Bangkok, the capital city of Thailand, where the majorityof commercial
buildingsare;

2. Modem buildingsnot morethan ten yearsold;

3. Both air-conditioned(AC) and non-air-conditioned(non-AC) or naturally ventilated
(NV) buildings;

4. Regularofficedeskworkof a majorityofthe buildingoccupants;

5. A varietyof ages andsexes.

Building Descriptions

The two air-conditionedbuildingsare of modern high-risedesign. One is a head officefor a
bank; the other is a multiple-clientbuilding. The two naturally ventilatedbuildingsare contem-
porarymedium-risegovernmentbuildingshousingministerialand departmen{aloffices. Ali build-
ingsare locatedwithinten kilometersof oneanotherin downtownBangkok.

Data Collection

Thailand experiencesthree distinctseasonsin a year. The studiesreported in this paper
were carded out in each of two seasons:duringthe hot season(in April) and the wet season (in
July) of 1988. Each of the four buildingsmentionedabovewere visitedin both seasons. Data
were typicallycollectedover onework-weekat eachsite perseason.
Questionnaire:

The questionnaireconsistedof a sectionof subjectiveratingson a varietyof thermalscales,
followedby a sectionon recent food and beverage consumption,then separate clothing lists for
men and women, and concludedwith a section on demographicfactors. Subjective _atings
employedthe seven-pointASHRAE ThermalSensationScale shownin Figure2-1. Respondents
were asked to mark the scale at any one of the seven pointsor the mid-pointsin betweenthem
(i.e., at any "tick mark"). Anotherseven-pointscale, the BedfordScale, was not used inthisstudy
because, thoughsemanticallydifferentfrom the ASHRAE Sca!e, earlier studiesusingboth pro-
duced similar results. The respondentswere also asked the question, "1 would like to be .....
warmer (1), no change (0), cooler(-1)", otherwiseknownas the three-pointMclntyre Scale. Two
further seven-pointscales specificallyaddressingperceptionsof airflowand humidityconditions
were also used. The questionnairewas translated into the Thai language and scrutinizedfor
semanticaccuracybyThai social scientistswithfacilityin both EnglishandThai.

Physical Measurements:

The measured quantitieswere dry-bulbtemperature,relative humidity,globe temperature,
and air velocity. The globe thermometer was fashionedfrom a thermister and a 38-milimeter
diameterping pong ball paintedflat grey. The dry-bulb thermisterwas shieldedby a cylinderof
reflectivefoil. Airvelocitywas measuredwitha hot-wireanemometer. Ali readingswere gathered
using a dataloggerthat stored ten-secondreadings on magnetic tape. The datalogger, tape
recorder,and battery (for the hot-wireanemometer)were ali containedwithin,and the tempera-
ture and humiditysensorswere attachedto a wooden boxwitha handle,similar in sizeand shape
to a standardtool box (see Figure 2-2). The hot-wireanemometerwas detachedfrom the "tool
box," but connected by a two-meter cord. As is evident from Figure 2-2, the sensors were
attachedverticallyto maximizeexposureto room air and far enoughapart to minimize interfer-
ence with each other. Data for outdoorweather conditionswere gatheredfrom measurements
made inthe city centerby the RoyalThai MeteorologicalDepartment.

2-2
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Conduct of the Survey

Teams of two or three typically carded out the survey, with one member taking the physical
measurementsand one or two handingout and collectingthe questionnairesurveyforms. The
latterwouldapproachprospectiverespondentsand ask ii they had beenseated at that spotfor at
least 15 minutes.Thosewho repliedaffirmativelyreceivedthe form',the othersdid not. The ques-
tionnairecame with a cover letterexplainingthe projectand theauspicesunderwhichitwas being
cardedout,alongwithgeneral directionsfor fillingout the form. Confidentialitywas confirmedand
disclosureof respondent'sname was optional. An attempt to avoid gatheringmultipleresponses
fromthe same individualin a givenseason,butthere was no correspondingeffortto exclude peo-
ple from participatingin both seasons. Survey teams soughtthe participationfrom a roughly
equal proportionof men andwomen in a rangeof age and job positionsand, to the extentpossi-
ble, thosefromdifferentzones andfloorsofeach building.

Measurementsof the thermal environmentwere taken at each workstationfollowlng,or in
some cases dudng, the completionof the questionnaire survey form, but usually within five
minutesof one another. The "tool box" was placed on or very near the desk where the respon-
dentwas seatedfor at least one minutepriorto startinga data sweep. A uniquecode numberfor
each responsewas enteredinto thedataloggerand also writtenon the survey form, alongwiththe
startingtime of the data sweep to assure proper matching of data sets later. The hot-wire
anemometer wand was held at the subject'storso level, as close to the respondentas decorum
allowed(i.e., 0.5 meters at a minimum)on the side that interceptedthe strongestdiscernibleair
flow impingingon the subject. A tell-talemade of threadwas used to determineair flow direction.
After four minutesof data collection,the "toolbox" was shiftedto the nextworkstation. Care was
takento allowthe equipmentto equilibratewhen movingto zoneswithdifferent temperatures.

Data Processing and Archival

Questionnairedata were numericallycoded to facilitatestatisticalanalysis. Individualcloth-
ingarticlesindicatedin the survey responseswere converted intotheir respectivethermal insula-
tionvalues(Icomp)in unitsof clo (1 clo = 0.155 m2°C_V)as tabulatedinMclntyre[1]. The overallclo
valuefor each subject'sentireclothingensemblewas then determinedusingthe followingempiri-
cal formulae,alsofromMclntyre [1],

Iclo,men = 0.113 + 0.727 ,T_.lcomp

Iclo,women = 0,05 + 0.77 ,T_.lcomp

Metabolicheat productionwas not directlymeasured,but sincerespondentswere carefully
pre-screenedto havebeen seatedfor at least15 minutes,theirmetabolicratewas assumed to be
1.1 met (1 met= 58 W/m2), the typicallevel given for lightoffice activities[2]. Later computation
of variouscomfort indicesrequireddeterminingthe body surface area (ADu)of each subjectin
square meters based on their reported weight (W) and height (H) (in kilogramsand meters,
respectively)usingthe Dubeisformula:[1],

Aou= 0.202 W 0'425 H 0725

Mean radiant temperature (MRT) was calculated as prescribed in the 1984 ASHRAE Sys-
tems [3]. A program was adapted from the Doherty and Arens [4] model for calculating environ-
mental indices such as ET* and SET* and comfort indices such as PMV*, HSl, DISC, and TSENS.
Predicted Mean Vote (PMV) and Predicted Percentage Dissatisfied (PPD) were calculated using
the method specified in the Intemational Standards Organization Standard 7730 [5].

Physical measurements were transferred from cassette t3oe to microcomputer files. Then
non-linear analog sensor outputs were converted into physical un_tsand ali outputs processed into
averages of three minutes' data for each workstation. These physical measurement data, along
with the questionnaire data, were entered into microcomputer databases for subsequent analysis

2-3



and archivalpurposes.

RESULTS

Profile of the Sample

The total sample of responsesdrawn from officeworkersin four buildings*duringeach of

_I,_ two seasons numbered 1146. Of these, 669 were women and 476 were men. Six hundred
J, qi_sponses were obtainedin the hot season in the wet season. In each season nobodyand+546

was surveyedmore thanonce,but someportion_ of the respondentsparticipatedin bothseasons.
Two-thirdsof the samplecomesfromthe AC buildings(757); the rest (389) were taken from NV
buildings.The distdbutionof ages inthe sampleare shownin Figure2-3. The age of the sample
rangesfrom 18 to 75 years and has a mean of 32. The highesteducationattainedwas the Thai
equivalentof high schoolfor 431 of the respondents,a bachelor'sdegree for 586, and a post-
graduatedegree for 122. The overwhelmingmajority(1003) of respondentslistedthemselvesin
the lower categoryof job positions,with 127 in middlepositionsand only nine in upperpositions.
Because the sample includedpeople from private sector businesses and professionalfirms,
governmentcivilservices,anduniversities,the surveyquestiondealingwithjob rankwas neces-
sarily general and subjectto interpretationin each situatson,lt is also possible that customary
Thai modestyhas skewedthe choiceof jobranklower.

The distril.,utionof measuredphysicaldata is brokendownby buildingand seasonin Tables
2-1 and2-2. Ciovaluesrangedfrom 0.24 to 1.19, andaveraging0.53 in bothseasons. Figure2-4
showstwo histogramsdepictingthe clo values for men (in the foreground)and women (in the
background). Women had much more varied thermal insulationin their attire. The average
Duboisbodysurfacearea (notshownin Table 2-1) for the entireThai sample was 1.56 m 2, with a
standard deviation of 0.17 and a range from 0.62 to 2.58 m2. Air temperaturesrangedfroma low
of 19.5°C in an AC build!rigto a highof 34.2°C in a NV building,averagingaround26°C for the
samplewithlittledifferencebetweenthe hot andwet seasons. Vaporpressuresreacheda highof
28.4 Torr andwentas lowas 6.9 Torr,averaging16.9 Torr,againwithlittleseasonality.AC build-
ings had an average air-velocityof 0.13 m/s, while NV buildingsexperiencedhigher airflowsof
0.33 rrVson average. Because the latter buildingsalso utilizedlocal fans, air velocitiesat the
workstationwent up as highas 2.25 m/s. Fromthese data, we calculatedthe ASHRAE Effective
Temperature(ET*), definedas th&i temperatureat 50% relativehumidity,mean radianttempera-
ture equal to air temperature, and air-velocityof 0.1 fws that would producethe same thermal
sensationas the actualenvironment. The resultantET° averaged27.5°C for the entire sample
extendingup to 36°C and downto 20.5°C. Figure 2-5 is a frequencydistributionof ET* withthe
hotandwet seasonsdepicted. The bi-modalseparationof the data betweenAC andNV buildings
in eachseasonis clearlyevident.

Distribution of ASHRAE and Mclntyre Scale Responses

The surveyparticipantscast theirvoteson theseven-pointASHRAE ThermalSensationand
three-pointMclntyrescalesin responseto the immediateconditionsat theirdesks. The distribu-
tion of votesfor bothscales is ,_hownin Figures2-6 through2-8. Almost35% of the voteswere
cast in the ASHRAE Scale zero category (e.g., "neutral")andthree-quartersvotedwithinthe cen-
tral three categories (between"slightlycool" and "slightlywarm" or -1 and 1 on the scale). Few
people chose to indicate their thermal sensationin the half-steps between whole-numbered
categories. The ASHRAE Scale voteswere not appreciablydifferentbetweenthe hot orwet sea-
sons, as shownin Figure 2-6 where they are juxtaposed. However, the distributionof votes is
quite different for AC versus NV buildings, as shown in Figure 2-7. Almost 90% of the

" One additJonaJbuildingserved ina single-daypilot study in the hot ,.._.ason,_nd the 25 responses from that
buildingare includedinthe analysis
1"For reasonsof confidentiali_y,participantnames were not trackedand therefore an exact figureof multiple-
season respondentscannotbe calculated.
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respondentsin AC buildingsselectedbetween "slightlycool" and "slightlywarm," whereas only
about57% of the NV buildingrespondentsdid so. Responsesto the MclntyreScale (graphedin
Figure 2-8) overallwere 42% preferring"no change,"52% for "cooler,"and 6% for "warmer." In
the hotseason,slightlymore shiftedtheirvotesfrom the othertwocategoriesto "cooler"for a total
of 56%. "Cooler"and "nochange"hadan equalpercentageof the votesin thewet season (45%),
withslightlymorepreferringit warmer. Again,the greatestcontrastexistsbetweenthe samplesin
AC and NV buildings. Seventy-eightpercent of the NV votes fell into the "cooler" category,
whereasthe fractionwas 38% inthe AC case. "No change"was the stated preferenceof 52% in
the AC buildings,where only 20% chosesimilarlyin the NV buildings. A surprising2% votedto
be warmer in the NV buildingswhere temperaturesneverfell below 25.9°C. Misinterpretationof
thequestion,however,cannotbe ruledout.

The scale votes are, of course, taken in responseto thermalconditionsand therefore are
mostmeaningfullydisplayedinjuxtapositionwith relevantenvironmentalvariables. In Tables 2-3
and 2-4, E'I* is cross-tabulatedwiththeASHRAE andMclr_tyrescales,respectively.Thesetables
showthe percentageof votesat eachscale categorywithin0.5°C ET° ranges(i.e., row-wiseper-
centages). The bi-modalcharacterofthe data is clear here,withtheAC andNV samplesoverlap-
pingonlyat ET* of 28°C. The patternof votingon boththe McIntyreandASHRAE scales alludes
to two populationswhosethermalsensations(or tolerancesor expectations)are distinctfromone
another.

Mean Responses:

The mean of aliof the ASHRAE Scale votesis 0.37, or slightlywarmerthan neutral. On the
MclntyreScale, the mean response is 0.45. Humphreys[6] regressedsuch mean responses
versus meanair or globetemperaturesfrom34 fieldstudiesworldwideencompassingsometwo-
hundredthousandobservationsand gotthe followingrelation:

StandardizedMean Response= -0.244 + 0.0166 Tm

where themean responseis standardizedbydividingthe absolutemean responseby the number
of positivecategorieson the scale. Forthe Thai sample,the standardizedmean ASHRAE scale
responseis 0.12 (the MclntyreScale requiresno standardization).The above equationpredicts
0.19, whichis quitecloseto themean ASHRAE responsebut muchless so for the mean Mclntyre
response.

Regression Analysis

Simple linear regressionwas performedof the meanASHRAE Scale responses(calculated
at 0.5°C ET* intervals)versusET* to determinethe strengthof the relationshipbetweenthem. Ali
of the fitsare weightedbythe numberof votesmakingup eachmean response. Table 2-5 shows
the slope,y-intercept,goodnessof fit (R2), and the numberof pointsgoingintothe fit for various
aggregationsof the data. The aggregationsbegin with the entire sample and move toward
increaseddifferentiationby season,gender, and space conditioning.For the whole sample,the
resultantregressioncoefficient(slope) is 0.176/°C, with an interceptof -4.406 and a high R2 of
0.91. The regressioncoefficientis lowerthan the value of 0.23 foundby Humphreys. Schiller's
[7] recent study of air-conditionedenvironments near San Francisco yielded regression
coefficientsof 0.328 and0.308 over winterandsummerseasons,respectively.Selectingthe Thai
data coming only from AC buildingsresults in a comparable 0.324/°C regressioncoefficient.
Thoughnot true in every case, there is a general tendencyfor the NV samplesto have a lower
regressioncoefficientthan their AC counterparts.This is particularlytrue duringthe wet season,
reflectingperhaps some measureof adjustmentor accommodationto prevailingoutdoorcondi-
tions. The wet seasondirectlyfollowsthe hot seasonin Thailand,givingthe people in NV build-
ingslongerexposureto hot and humidweather, andpossiblymoreopportunityto acclimatizethan
workersin AC buildings, lt is alsotrue, however,that the correlationsare less strongand based
on fewer points in the NV disaggregations.There is a slightdifferencein the responsesof men
andwomenin relationto ET*, withwomen showinga highertendencyto changetheirvote dueto
changesin ET" (i.e., a higherregressionslope).
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In Table 2-6 mean ASHRAE Scale responses are regressed against Standard Effective
Temperature (SET*), which is defined similarly to ET* but with clothing and activity also standard-
ized. For the Thai data set in particular, because respondents were pre-screened for "standard"
activity levels (seated for at least 15 minutes at desk), SET* differs from ET* due to nonstandard
clo levels only. Only a subset of the cases regressed on ET* are repeated with SET* and they
differ from the ET* results mainly on the slope terms of AC and NV buildings; they are lesser by a
factor of two with SET* the independent variable than with ET*. This suggests that voting distinc-
tions between office workers in conditioned and nonconditioned buildings are explained at least in
part by differences in clothing. This result confirms our qualitative observation of more informal
dress in the NV buildings than in AC buildings and the roughly 0.5 clo calculated difference
between them (see Tables 2-1 and 2-2).

lt is customary in reporting on thermal comfort field studies to analyze the mean responses
as a function of temperature, as has been done above, but regressions were also performed for
four disaggregations of the data using ali of the points, and these are shown in Table 2-7. With
ET* the independent variable, the regression results are essentially identical to those obtained
from mean responses except for lower R2 values.

Neutral Temperatures

The expected temperature at which a given group would vote "neutral" can also be
estimated from the regression of mean ASHRAE Scale response as a function of ET*. This neu-
tral temperature (Tn) is the temperature at which the regression line crosses the x-axis. Computa-
tionally, it is obtained by taking the ratio of the y-intercept and the regressioncoefficient. The neu-
tral temperatures are shown in the last column of Tables 2-5 through 2-7. The full Thai sample
produces a Tn of 25.0°C. This compares with other field studies in the tropics, notably those of
Ellis [8],[9] in Singapore at 26.1°C and 26.7°C and Webb [10] 27.2°C and Rao [11] with 26.0°C,
although substantially lower than Nicol's [12] work in Iran and India during their hot seasons which
had Tn of 32.5°C and 31.1°C. Since these are ali taken in unconditioned environments, perhaps a
better comparison with the above is the subgroup of NV buildings whose neutral temperature is
28.5°C, placing the Thai NV result well within the tropical study range. Auliciems [13] found the
neutral temperature of AC building occupants in Northern Australia to be 24.2°C, very close to the
Thai AC Tnof 24.5. Other studies done in AC buildings in temperate climates generally find lower
thermal neutralities, such as Schiller's average of 22.3°C over two seasons.

Auliciems [13] developed relations for predicting group neutrality based on either the mean
indoor air temperature, mean outdoor temperature, or both, recorded over a field study. They are,
respectively,

Tn,i= 5.41 + 0.73 1,

Tn,o = 17.6 + 0.31 To

Tn,i&o= 9.22 + 0.48 Ti + 0.14 To

Results comparing group neutralities predicted by the above equations with those determined by
regression are in Table 2-8. For the sample as a whole, Tn,i iSthe best predictor of group neutral-
ity, coming within 0.5°C. Over the sample of disaggregated results, though, Tn,i&o more reliably
matches the regression results, averaging within 0.7°C of the latter. Not surprisingly, mean out-
door temperature alone does not anticipate the neutral temperature of AC building occupants. Tn, o

also poorly predicts group neutrality in the hot season but improves substantially for the wet sea-
son. This, again, may be evidence of seasonal acclimatization. With the hot season coming on
the heels of the cool season, followed immediately by the wet season (which is hot as well as
humid), extended exposure to hot outdoor weather, even for occupants of AC office buildings,
could possibly cause group neutrality to increasingly reflect outdoor conditions.
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Humphreys[6] had hisown empirical equation for predictingneutral temperaturebased on
mean indoor temperature, namely,

Tn,i= 2.6 + 0.831 Ti

Table 2-8 shows this equation to bear similar results to Auliciems' Tn,i,though with slightly lower
values.

Thermal Acceptability

The concept of thermalacceptabilityhasbeen widely debated in the literaturebut in practice
is difficult to determine experimentally. The convention arrived at assumes that votes within the
central three categories of the seven-point scales (i.e., from -1 to 1) connote satisfaction with the
thermal environment. ASHRAE [14] uses this criterion, along with the objective of satisfying 80%
of building occupants (thermally speaking), to establish their comfort standard. The Mclnytre
Scale represents an alternative method for determining thermal acceptability by assuming that
any desire for change is tantamount to dissatisfaction. One can look at the interplay of the two
scales by examining the cross-tabulations shown in Tables 2-9 and 2-10 for AC and NV buildings,
respectively. While 52% of the respondents in AC buildings indicated "no change," a much higher
89% voted within the central three categories on the ASHRAE Scale. Similarly, only 22% wanted
"no change" on the Mclntyre Scale in NV buildings, but by the ASHRAE Scale thermal acceptabil-
ity criteria, 58% were satisfied. Figure2-9 is a relative frequency plot of the percentage of votes at
"neutral" (ASHRAE = 0), at "thermal acceptability" (ASHRAE between -1 and 1), and at "no
change" (Mclntyre = 0), at each 0.5°C ET* bin over the range temperatures. The smooth curves
are fits of these data weighted by the number of votes in each ET* bin. The "thermal acceptabil-
ity" curve (by ASHRAE criteria) crosses the 80% line at roughly 22°C and 30.5"C, the latter going
4°C beyond the warm boundary of the ASHRAE summer comfort zone. The percentage of
ASHRAE Scale votes strictly within the "neutral" category is much lower, at 45% or less over a
broad range of ET*. Where Schiller's study showed the ASHRAE "neutral" category to be a
stricter standard than the Mcintyre "no change," here this is true only at ET* less than 25°C, and
there is virtual consonance between them especially at temperatures above 30°C.

The ASHRAE Standard 55-81, "Thermal Environmental Conditions for Human Occupancy,"
depicts a summer thermal comfort "zone" bounded by loci of ET* 22.8°C to 26.1°C and dew-point
temperatures of 1.7°C to 16.7°C. This thermal comfort zone is shown in Figure 2-10 along with
bars indicating the range and mean of dew-point temperatures experienced by Thai respondents
who voted within the central three ASHRAE Scale categories. Below each bar is printed the
number of "acceptable" votes, and the percentage of votes these make up within each 1.0°C tem-
perature bin. Roughly three-quarters are satisfied over a wide range of conditions, much wider in
fact than the standard allows. If the "acceptable" criteria were constructed of 75% of a population
voting within the central three categories (instead of 80%), the Thai thermal comfort zone would
stretch from 21°C to 32°C ET*. Mean dew-point temperatures for those voting acceptable are
either just under or well above the Standard 55-81 upper dew-point threshold. Other considera-
tions besides comfort play a part in ASHRAE's choice of upper dew-point temperature boundary,
health especially. Yet in view of the tremendous savings potential in relaxed comfort standards, it
would be fruitful to reassess the upper dew-point boundary, along with the 80% satisfied criteria.

Correlations between Variables

Reviewed were a numberof Pearson product-momentcorrelationsamongthe four rating
scales andamongthe ASHRAE Scale responsesandotherpotentialexplanatoryvariables.
Comfort Scales:

Tables 2-11 and 2-12 show correlationsamong the ASHRAE, Mclntyre,* Air Flow, and
Humidityscalesfor each seasonandfor each of the AC and NV buildings.As mightbe expected,

* For the purpose of interpretingIhe signs in the MclntyreScale, a responseof "cooler"is coded as -1, "warm-
er"as 1, and "nochange" as 0.
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there is a rather high correlationI:etween the ASHRAE and Mclntyre scales, except for the NV
buildingswhere it dropsoff. Ratingson the air velocityare somewhatcorrelatedto those on the
ASHRAE and Mclntyrescalesinthewet seasonand in AC buildings.This is interestingsincethe
air velocitiesare higher and more varied in NV buildings. Responsesfrom NV buildingson the
ASHRAE and Mclntyre Scales are mildlycorrelatedwith perceptionsof humiditylevels. Other
correlationsare extremelyweak orstatisticallyinsignificant.
ASHRAE Scale and Other Indicators:

In Table 2-13 the correlationsbetween responseson the ASHRAE Scale of selected sub-
groupsto variousphysicalanddemographicfactorsare depicted. Indoordry-bulband mean radi-
ant temperature, ET* and SET*, and vapor pressure correlate fairly well with votes on the
ASHRAE Scale for bothseasons. The correlationsare generallylower,however,when disaggre-
gatedby space conditioningtypefor thesesame factors. Airvelocityhas a mixedcorrelationwith
ASHRAE for the sample subgroupings;that is, there is a weak yet significantrelationbetween
increasedair velocityand higher ASHRAE Scale votes(counter to intuition)in the two seasons,
but lower ASHRAE Scale votes (as one wouldexpect) in AC buildings. Airvelocityis apparently
unrelatedtothermalsensation(as measuredbythe ASHRAE Scale)for NV buildings. Infact, one
would expect that the conditionsin NV buildings(e.g., higher and more variable aidlow) would
produce a stronger linkage with thermal sensation. One possibleexplanationfor this is that
amongthe occupantsof the NV buildingsstudied,therewere some who were accustomedto the
highairflowsfrom fans at theirdesksfromhabitualuse and perhapsthese respondentsjust incor-
poratedhighairflowsintotheirnormalthermalexpectations. The negativecorrelationbetween air
velocityand ASHRAE scale vote in the AC buildingsis undoubtablyinfluencedby the higher
airflowscoincidingwith cool air emergingfrom supply-airdiffusers. Conversely,air movementin
NV buildingsis usuallyassociatedwithwarm or hot air and may notprovidemuchcoolingsensa-
tion. CIo values are mildlynegativelycorrelatedwith ASHRAE Scale votes. Other factors,such
as gender, age, and expressedsensitivityto several environmentalparameters,have insignificant
relationshipsto ASHRAE Scale responses.

Respondentswere asked to indicatethe level of use of homeair-conditioning,whetherthey
never used it (coded0), seldom (1), usually(2), or always (3). This questionwas intendedas a
roughproxyfor indicatingthethermalcontextof the respondent'stime away fromthe office. Their
answers produced no simpledirect correlationwith their responseson the ASHRAE Scale as
shownin Table 2-13. Butbecauseresponsesto the ASHRAE Scale shouldreflecta combination
of the state of the immediate thermalenvironmentas well as that to whichthe respondentis nor-
mallyaccustomed,the differencesof theofficethermal environmentwere factoredout by binning
responses by ET*. Table 2-14 shows the correlation between home air-conditioning and
ASHRAE votes binned by 1°C ET*. The correlations are generally insignificant with the exception
of a few ET* bins, and for those the correlations are not particularly strong. Obviously it would be
more informative to have a more quantitative description of the domestic thermal environment
than our rather imperfect indicator,

Problt Analysis

Probitanalysis[15] is a techniquewhereby data are sortedinto two categories:thosethat
possesssomequalityandthosethat do not,oftenat differentlevels(or bins)of some explanatory
variable. These binary sets are transformedinto percentageswithineach explanatoryvariable
bin. The resultingpercentagescan also be thoughtof as relativefrequencieswithineach bin.
These relativefrequencios,doneover the range of bins, are, in effect, a cumulativerelativefre-
quencydistribution.The techniquewasoriginallydevelopedfor usein analyzingthe effectiveness
of pesticides. In that particularcase, the binary sets were percentageof insect kills versus non-
killsat different insecticidedose levels. Probitanalysishas been used to evaluatethermalcom-
fort responseson ratingscalesas a functionoftemperature[16], [6]. The binarysetsare percen-
tages of votes greater than or equal to--versus less than---a given vote category. A family of
curves resultswhen done over the range of comfort scale categories. For example, usingthe
ASHRAE Scale, one binary"groupingwouldbe the percentage of the votes equal to or greater
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than "neutral" and those less than "neutral," done at 0.5°C ET* intervals. The result is a set of
curves, each depicting the transition to higher voting categories. This technique tells one the tem-
peratures at which the majority of the sample population would change their votes from one
category to the next (i.e., the transition temperatures) as well as the category widths of the scales
in question. The chief feature of probit analysis is that it circumvents the assumption of equal
scalecategory widthsembeddedinregressionanalysis.

Figures 2-11 and 2-12 show probit analysis of ASHRAE and Mclntyre Scale votes, respec-
tively, for the Thai data binned by ET*. The number of curves is always the number of categories
minus one, so in Figure 2-11 there are six curves and in Figure 2-12 just two. For reasons of
visual clarity, only the curves (and not the actual data points) have been plotted in Figure 2-11.
The transition temperature is a value often quoted in the literature and is defined as that tempera-
ture at which the majority (i.e., 50% or more) of the respondents would change their votes to the
next higher category. In the ideal case, a sufficient temperature range would allow the plotting of
each curve from 0 to 100% of the votes. However, in this study only three of the six curves of the
ASHRAE Scale probit analysis pass across the 50% line. This allows determination of transition
temperatures. The transition from "slightly cool" (-1) to "neutral" (0) takes place at approximately
22.5°C; from "neutral" to "slightly warm" (1) at 27.5°C; and from "slightly warm" to "warm" (2) at
33.5°C. These transition temperatures imply category widths of 5°C and 6°C, respectively, for the
"neutral" and "slightly warm" categories. The ASHRAE Scale categories from the Thai sample are
considerably wider as compared to those of Mclntyre [1] who used a large data set collected at a
state university and found corresponding transition temperatures of 3.8°C and 3.1°C, respectively.
Bailantyne [16] presented results of a study of Melanesians in Papua New Guinea and found the
transition temperature from "cool" to "neutral" to fall at 24.4°C and from "neutral" to "warm" at
30.0°C, implying an evenwider 5.6°C central category width.*

On the Mclntyre Scale, only the transition temperature from "no change" to "cooler" is
defined, and it is about 25.5°C. lt is not possible to determine any category width for the Mclntyre
scale with these data.

lt is interesting to note that the point at which 20% of the Thai respondents changed their
votes from one or below to higher than one (i.e., 80% retained their choice) is 30.5°C, identical to
the earlier finding of the upper bound of thermal acceptability. In fact, Figure 2-11 is useful for
determining the Thai comfort zone under different criteria of 'lhermal acceptability." For instance,
suppose the transition temperature were used as the criteria (i.e., 50% shifting their votes). The
rightmost boundary of the comfort zonewould slide over to 33.5°C ET*!

Other Comfort Indlces

In the results reported so far, we have used Effective Temperature (ET*) for combining the
thermal effects of the four environmental variables--temperature, radiant temperature, humidity,
and air velocity---into a single index. Other comfort indices exist, however, and in this section dis-
tinctions between some of the more widely used indices and their relative merits in the Thai con-
text are explored.

Rational Indices:

The Standard Effective Temperature (SET*) is an extension of ET* in that it also normalizes
for the two personal variables, clothing insulation and metabolic rate. Standard clothing insulation
values are based on metabolic rate. Thus, SET* is defined as the value of an isothermal enclo-
sure with radiant temperature equal to the air temperature, at 50% relative humidity, and air-
velocity of 0.1 m/s, in which a person with standard clothing for the actual activity level would have
the same heat loss at the same mean skin temperature and the same skin wettedness as he or
she doe,,;in the actual environment with the actual clothing insulation after one hour of exposure.

° Note that Ballantyneemployedat five-pointscale instead of the usual seven-point scale. Other studieshave
shownthat scales usingfewerpointshave widercategories. Thismakes the Thai resultssurprisinglyclose to
thoseusingsubjectsin a similarclimateyet with a "broader"scale.
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Like ET*, SET* is an index based on analysis of the thermoregulatoryresponse of the body to
thermal stress, which is represented in a two-node heat transfer model [17]. The key physiologi-
cal determinants of human comfort used in the model are skin temperature in cooler than neutral
exposures and skin wettedness in warmer than neutral exposures. Skin wettedness is the fraction
of the skin surface covered with sweat and is related to the ability of the body to lose heat through
evaporation in the given environment. Numerous experiments in warm, humid environments have
confirmed a strong relationship between skin wettedness and thermal discomfort. TSENS is a
comfort index calculated with the J.B. Pierce model analogous to, and used for, predicting votes
on the ASHRAE seven-point scale. TSENS is based on the mean body temperature, which, in
turn, is related to skin wettedness when body temperature is regulated by sweating [4].

Fanger [18], the pioneer in developing rational methods for predicting thermal comfort
responses, produced two linked indices with his Comfort Equation: Predicted Mean Vote (PMV)
and Predicted Percentage Dissatisfied (PPD). Fanger's central premise is that thermal sensation
relates to the state of the body rather than the environment. The original Comfort Equation he
devised performed a heat balance between the body and the environment, coupled with two key
empirical observations: that both the skin temperature and evaporative heat loss at comfort are
linearly proportional to metabolic rate. PMV is an expression of the difference between the actual
metabolic rate and that required to maintain "comfort" as determined by the heat balance calcula-
tion. PMV is essentially a rational prediction of the population mean vote on the ASHRAE seven-
point scale (same as used in this study). PPD is derived from the the distribution of votes from
thermal comfort laboratory experiments as a function of temperature that were related to PMV and
the ASHRAE acceptability criteria (that votes outside the central three categories are votes of dis-
satisfaction).

A criticism of Fanger's method is that the results become increasingly inaccurate at condi-
tions away from comfort, e.g., at high temperatures, humiditieS, or metabolic rates. Further, the
data upon which it is based come from a fairly homogeneous group of white, college-aged sub-
jects whose responses may not be representative in ali possiblecontexts.

The mean PMV and mean TSENS are plotted with the mean ASHRAE Scale vote from the
sample of Thai office workers as a function of ET* in Figure 2-13 and SET* in Figure 2-14.
TSENS overpredicts the average Thai ASHRAE vote below 24°C ET* but is generally within 0.5
Scale units in warmer conditions. Surprisingly, PMV is within 0.5 scale units of average Thai
ASHRAE votes over most of the range and underpredicting it below 33°C ET*. When plotted
versus SET* (Figure 2-14), ali of the curves smooth out. TSENS and the average ASHRAE vote
show remarkable agreement over the range, much more so than with ET*. PMV, on the other
hand, diverges from the average ASHRAE vote below 25°C SET* by over one scale unit. PMV,
TSENS, and the Thai votes agree quite well above 28°C SET*. This suggests that either the
Gagge or Fanger models can be used to predict the average Thai office worker response in NV
buildings. Thus, while Fanger's method is theoretically lacking in relatively extreme situations
away from comfort, in the Thai context it is apparently vindicated. For Thai AC environments,
however, the Gagge model is preferred.

Figure 2-15 compares the percent dissatisfied (those voting outside the central three
ASHRAE scale categories) of the Thai sample and the PPD calculated using the Fanger model.
These are plotted as a function of the average ASHRAE scale vote. Each PPD point represents
the average of ali the PPDs calculated for each individual within a given 0.5_CET* bin. Similarly,
the percent dissatisfied from the Thai data are taken from ET* bins. For each series we show a
second-order polynomial fit to the data weighted by the number of data points behind each plotted
point. The y-axis scale is logarithmic to facilitate comparison with Fanger's [18] classic PPD
versus PMV plot also using this format. The PPD fit grossly overpredicts Thai dissatisfaction
below thermal neutrality by as much as 25%, but is quite accurate in the region above about 0.3
on the ASHRAE scale. Figure 2-15 is consistent with Figure 2-13, and this is to be expected since
PPD and PMV are linked. One final point worth noting is that the minimum point in the percent
dissatisfied curve occurs slightly below the zero scale point, lt has been suggested that people
accustomed to a hot climate might find a slightly cool environment preferable to a neutral one. To
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the extent that minimal dissatisfactionconnotes "preference," the small offset of the curve may
demonstrate this effect on the part of the Thai sample.

Empirical Indices:

Field studiesperformed in the tropics have yielded numerous empirical indices for predicting
the response to thermal conditions. Most of these empirical indices are simple to compute using
commonly measured variables. A disadvantage of this class of comfort index is that the applica-
bility of the index is limited to the conditions found in the data set from which the index is derived.
For field studies, where the researcher exercises little or no control over the environmental condi-
tions (the usual case), the range of applicability can be rather narrow. Comparisons of empirical
indices applied to the Thai data set are beyond the scope of this work.

CONCLUSIONS

A sample of thermal comfort responses and environmental data was collected for 1146 Thai office
workers. Preliminary findings from analyzing two seasons of data gathered in four Bangkok build-
inqs are as follows:t

• There is little apparent gender or seasonal bias in the responses, although different clothing
insulation between men and women could be masking real differences, and the weather
differences between the hot and wet seasons in Bangkok in 1988 were more subtle than
usual.

• Two distinct populations emerged from our analysis: those who worked in AC offices and
those who worked in NV offices. The latter group expressed satisfaction with temperatures
and humidities well above those deemed acceptable in the HVAC industry.

• Regression of the mean ASHRAE Scale responses produced a rather shallow slope term
indicating less sensitivity on the part of the Thais to thermal environment change, relative to
other populations studied in the literature. This finding is also supported by an analysis
showing the ASHRAE Scale category widths to be substantially wider than other studies
have found using the seven-point scale.

• The Thai neutral temperature of 25°C is in agreement with other field studies done in the tro-
pics but above most from temperate climates.

• This sample registered thermal acceptability (as defined by ASHRAE Standard 55-81) over
a broader effective temperature range than previous work, from 22°C to 30.5°C. This
extends the hot and humid boundary of the summer comfort zone 4°C outward. The impli-
cations of this finding, if put into practice, could have a profound impact on energy use in
commercial buildings located in the tropics. Relaxing the criteria for defining the comfort
zone boundaries (on the humidity or temperature "edges") even slightly from the present
choice could push the savings significantly further.

• Gagge's TSENS model predicts the average Thai thermal sensation well over the range of
temperatures experienced in this study. Fanger's PMV does less well at lower temperatures
but at temperatures above 28°C is quite accurate.
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Figure 2-1.
Subjective Rating Scales

ASHRAE Scale: "Rate howyoufeel at this moment"
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MclntyreScale: "1wouldlike to be"
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HumidityScale: "Rate the Immediateenvironmentat this mnm,_r,iin termsof humidity"
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Air F_owScale: "Rate the immediateenvironmentat this moment in termsof air movement"

I I i I i I I
-3 -2 -1 0 1 2 3

much too too slightly just slightly too muchtoo
still still still right breezy breezy breezy

Figure 2-2.
DataAcquisition System for Physical Measurements
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Figure 2-3.
Age Frequency Distribution
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Figure 2-4.
CIo Value Frequency by Gender
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Figure 2-5.
ET. Frequencies by Season
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Figure 2-6.
Relative Frequency of ASHRAE Votes
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Figure 2-7.
Relative Frequency of ASHRAE Votes
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Figure 2-8.
Relative Frequencies of Mclntyre Votes
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Figure 2-9.
Thermal Acceptability

Percent of Votes (Two Seasons)
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Figure 2-10.
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Figure 2-11.
Probit Analysis of ASHRAE Scale Votes
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Figure 2-12.
Probit Analysis of Mclntyre Scale Votes

:raction of Votes (Two Seasons)

0.6-
.

0.4 i

0.2 1 _ _'_+
0 1 I I ! L I I

20 22 24 26 28 30 32 34 36
ET* (degre_,s C)

Transition I to 0 . Trsn=ltlon 0 to -1

Fit of Tran. 1 to 0 _ Fit of Trsn. 0 to -1

• 2-18



Figure 2-13.
A_HRAE Vote, TSENS, and PMV vs. ET*
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Figure 2-14.
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Figure 2-15.
Percent Dissatisfied vs. ASHRAE Vote

Percent Dissatisfied
100 _

X " _" ' ...... " ' "

x

10
- X + Z _ Z XX X X

- 4-

1 i J i I I i
-1.5 -1 -0.5 0 0.5 1 1.5 2

Average ASHRAE Scale Vote

z Avg. PPD (Fanger) + ASHRAE c-1 & =1

Fit of PPD --g- Fit of ASHRAE Diss.

2-20



Table 2-1.

DlstribuUon of Physical Data
Hot Season Study

Building* D M P S T Ali

Sample Size 99 97 25 195 196 600
Clothing (clo)

average .49 .50 .50 .55 .56 .53
stddev .09 .09 _10 .12 .12 .12

min .24 .28 .24 .25 .24 .24
max .72 .68 .65 .89 .95 .95

Air Temperature (°C)
average 30.0 32.6 30.2 23.2 24.0 26.3
stddev 1.5 0.8 1.5 1.1 1.4 4.0

rnin 25.9 31.4 24.0 19.5 19.7 19.5
max 32.1 34.1 31.3 25.8 26.5 34.1

Vapor Pressure (Torr)
average 24.1 24.8 23.7 12.2 13.4 17.1
stddev 1.1 0.8 4.0 2.9 1.1 5.9

min 18.° 23.1 9.1 6.9 11.4 6.9
max 26.4 26.2 26.3 16.6 15.7 26.4

Air Velocity (nVsec)
average 0.33 0.31 0.26 0.13 0.12 .20
stddev 0.26 0.18 0.21 0.03 0.02 .16

rain 0.11 0.12 0.10 0.09 0.09 .09
max 1.68 1.20 0.83 0.31 0.19 1.68

ET* (°C)
average 32,3 34.6 32.6 24.1 24.9 27.8
stddev 1.5 0.5 2.0 1.1 1.4 4.5

min 28.5 33.5 25.5 20.5 20.7 20.5
max 34.3 36.0 34.0 27.3 27.5 36.0

* BuildingsD, M, and P are naturallyventilatedwhile S andT are air-conditioned.
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Table 2-2.

Distribution of Physical Data

Wet Season Study

Building" D M S T Ali

Sample Size 95 73 181 197 546
Clothing (ck})

average .50 .46 .55 .57 .53
std dev .10 .11 .11 .11 .12

min .27 .24 .27 .31 .24
max .71 .65 .91 1.19 1.19

Air Temperature (°C)
average 30.6 30.5 22.7 24.6 25.8
std dev 1.3 1.2 1.0 .95 3.4

min 28.3 28.1 20.5 22.7 20.5
max 34.2 32.4 25.3 26.9 34.2

Vapor Pressure (Torr)
average 24.5 24.1 12.0 14.2 16.6
std dev .9 .9 2.3 .7 5.4

rain 22.5 22.1 7.0 12.7 7.0
max 27.9 28.4 16.7 18.0 28.4

Air Velocity (m/sec)
average .35 .32 .13 .12 .19
sid dev .38 .22 .02 .02 .21

min .09 .11 .09 .09 .09
max 2.25 1.63 .25 .20 2.25

ET* (°C)
average 32.9 32.6 23.5 25.4 27.0
std dev 1.0 1.1 1.0 1.0 4.0

min 30.7 30.1 21.2 23.5 21.2
max 35.5 34.6 26.0 28.2 35.5

• Buildings D and M are naturally ventilated while S and T are air-conditioned.



Table 2-3.

Crosstabulallon of EP vs. ASHRAE Scale

Ali Buildings (Two Seasons)

% ASHRAE ScaleThermal Sensation Votes1,2

E'T" -3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3 u RowTotals

20.5 0 0 0 0 0 0 50 0 50 0 0 0 0 .2 (2)

21 0 0 50 0 50 0 0 0 0 0 0 0 0 .2 (2)

21.5 0 10 10 10 40 0 30 0 0 0 0 0 0 .9 (10)

22 0 0 23.80 38.1 4.833.3 0 0 0 0 0 0 1.8 (21)

22.5 5.80 7.2 1.4 42.04.336.2 0 1.4 0 1.4 0 0 6.0 (69)

23 2.21.1 12 1.1 38.03.335.9 0 4.3 0 2.2 0 0 8.0 (92)

23.5 0 0 3.4 1.1 33.7 1.1 46.1 1.1 10.1 0 1.1 0 2.2 7.8 (89)

24 0 0 5.2 0 19.63.1 50.5 1.0 17.5 0 2.1 0 1.0 8.5 (97)

24.5 0 0 2.9 1 27.2 1.9 42.7 2.9 19,4 0 1.9 0 0 9.0 (103)

25 0 0 1.2 0 15.1 2.3 44.2 1.2 26,7 0 8.1 0 1.2 7.5 (86)

25.5 0 0 1.4 1.4 16.7 1.4 36,1 1.4 36.1 1.4 4.2 0 0 6.3 (72)
26 0 0 0 0 19.6 1.8 32.1 3.6 39.3 0 1.8 0 1.8 4.9 (56)

26.5 0 0 0 0 3.2 0 38.73.238.7 0 12.9 0 3.2 2.7 (31)

27 0 0 0 0 0 0 42,9 0 47.6 0 9.5 0 0 1.9 (22)

27.5 0 0 0 0 0 0 16.7 0 50 0 33.3 0 0 .5 (6)

28 0 0 0 0 0 0 0 0 0 0 100 0 0 .3 (3)
28.5 0 0 0 0 33.3 0 66.7 0 0 0 0 0 0 .3 (3)

29 0 0 0 0 0 0 100 0 0 0 0 0 0 .2 (2)

29.5 0 0 0 0 50 0 0 0 0 0 50 0 0 .3 (4)

30 0 0 0 0 0 0 66.7 0 33.3 0 0 0 0 .3 (3)

30.5 0 0 0 0 0 0 41.7 0 33.3 8.3 8.3 8.3 0 1.0 (12)

31 0 0 0 0 0 0 31.3 0 43.8 0 25 0 0 1.4 (16)

31.5 0 0 0 0 3.1 0 37.5 0 40.6 0 15.6 0 3.1 2.8 (32)

32 0 0 0 0 2.2 0 33.3 2.2 33.3 0 24.4 2.2 2.2 3.9 (45)

32.5 0 0 0 0 0 0 20.4 0 38,9 0 33.3 1.9 5.6 4.7 (54)

33 0 0 0 0 2.1 0 22.9 0 31.3 0 31.3 4.2 8.3 4.2 (48)
33.5 0 0 0 0 1.8 0 15.83.529.83.535.1 010.55 (57)

34 0 0 0 0 0 0 7.9 2,6 36,8 2.6 34.2 2.6 13.2 3.3 (38)

34.5 0 0 0 0 0 0 6.4 0 25.5 0 40.44.323.44.1 (47)

35 0 0 0 0 0 0 0 0 23.511.829.417.617.6 1.5 (17)

35.5 0 0 0 0 0 0 0 0 16.716.766.7 0 0 .5 (6)

36 0 0 0 0 0 0 0 0 0 0 0 0 100 .1 (1)

Column .5 .2 3.1 .5 17.3 1.5 33.9 1.2 23.8 .7 12.7 1.0 3.6 100
Totals (6) (2) (36) (6) (198) (17) (389) (14) (273) (8) (145) (11) (41) (1146]

1. Percentagesare calculated by row, e.g. withineach ET_ category.
2. Numbers in parentheses are the total numbero1votes in the respective columnor row.
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Table 2-4.

Crosstabulation of ET* vs. Mclntyre Scale

Ali Buildings (Two Seasons)

% Mclntyre Scale Votes 1,2,3

ET* t "Cooler" "No Change" "Warmer" I} Row Totals

20.5 50 50 0 .2 (2)

21 0 50 50 .2 (2)

21.5 10.0 70.0 20.0 .9 (10)

22 4.8 81.0 14.3 1.8 (21)

22.5 17.4 62.3 20.3 6.0 (69)

23 19.6 62.0 18.5 8.0 (92)

23.5 30.3 62.9 6.7 7.8 (89)

24 38.1 52.6 9.3 8.5 (97)

24.5 35.0 57.3 7.8 9.0 (103)

25 52.3 45.3 2.3 7.5 (86)

25.5 59.7 34.7 5.6 6.3 (72)

26 53.6 42.9 3.6 4.9 (56)

26.5 77.4 22.6 0 2.7 (31)

27 59.1 40.9 0 1.9 (22)

27.5 100 0 0 .5 (6)

28 66.7 33.3 0 .3 (3)

28.5 0 100 0 .3 (3)

29 100 0 0 .2 (2)

29.5 50 50 0 .3 (4)

30 66.7 33.3 0 .3 (3)

30.5 50 50 0 1.0 (12)

31 75 25 0 1.4 (16)

31.5 62.5 34.4 3.1 2.8 (32)

32 75.6 22.2 2.2 3.9 (45)

32.5 70.4 25.9 3.7 4.7 (54)

33 83.3 14.6 2.1 4.2 (48)

33.5 86 14 0 5.0 (57)

34 84.2 7.9 7.9 3.3 (38)

34.5 85.1 14.9 0 4.1 (47)

35 94.1 5.9 0 1.5 (17)

35.5 83.3 16.7 0 .5 (6)

36 100 0 0 .1 (1)

Column 51.9 41.4 6.6 100
Totals (595) (475) (76) (1146)

1. Mclntyre Scale indicates responses to the question, "1would like to be ...."
2. Percentages are calculated by row, e.g. wilhin each ET" category.
3. Numbers in parentheses are the total number oi votes in the respective column or row.
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Table 2-5.

Regression of Mean ASHRAE Scale responses and ET*

Slope Intercept R2 Nr. Pis. T n (°C)

Ali 0.176 -4.406 .91 32 25.0
Hot Season 0.187 -4.586 .91 16 24.5
Wet Season 0.154 -3.959 .85 32 25.7
Air-Conditioned 0.324 -7.952 .88 26 24.5
Nat.-VentUated 0.289 -8.247 .87 17 28.5
Men 0.175 -4.313 .84 28 24.6
Women 0.179 -4.553 .90 32 25.4
Hot Sea., Men 0.181 -4.391 .84 27 24.3
Hot Sea., Wo men 0.192 -4.743 .88 31 24.7
Wet Sea., Men 0.164 -4.111 .73 23 25.1
WetSea.,Women 0.153 -4.032 .88 25 26.4
Hot Sea., AC 0.235 -5.746 .80 21 24.5
Hot Sea., NV 0.237 -6.321 .69 19 26.7
Wet Sea., AC 0.329 -8.185 .88 15 24.9
Wet Sea., NV 0.157 -4.147 .63 12 26.4
Hot, Men, AC 0.200 -4.847 .58 18 24.2
Hot, Men, NV 0.224 -5.858 .61 15 26.2
Hot, Women, AC 0.264 -6.475 .77 18 24.5
Hot, Women, NV 0.246 -6.627 .58 18 26.9
Wet, Men, AC 0.324 -8.004 .77 14 24.7
Wet, Men, NV 0.157 -4.006 .17 10 25.5
Wet, Women, AC 0.322 -8.061 .83 14 25.0
Wet, Women, NV 0.170 -4.627 .71 11 27.2

Table 2-6.

Regression of Mean ASHRAE Scale responses and SET*

Slope Intercept R2 Nr. Pts. T n (°C)

Hot Season 0.194 -4.632 .92 33 23.9
Wet Season 0.157 -3.932 .84 33 25.0
Air-Conditioned 0.171 -4.178 .71 22 24.4
N at.-Ventilated 0.161 -3.787 .70 21 23.5

Table 2-7.

Regression of Ali ASHRAE Scale responses and ET*

Slope Intercept R2 Nr. Pis. Tn (°C)

Hot Season 0.187 -4.636 .48 599 24.8
Wet Season 0.154 -4.001 .32 545 26.0
Air-Conditioned 0.326 -8.090 .20 756 24.8
Nat.-Ventilated 0.289 -8.298 .19 363 28.7
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Table 2-8.

Comparison of Neutral Temperatures (Tn)°

Regression Auliciems Humphreys

Ti To Tn Tn.i Tn,o Tn,_o Tn.I
!

Ali 26.1 29.9 25.0 24.5 (-.5) 26.9 (1.9) 25.9 (.9) 24.3 (-.7
Hot Season 26.3 30.7 24.5 24.6 (.1) 27.1 (2.6) 26.1 (1.6) 24.5 (0)
Wet Season 25.8 29.1 25.7 24.2 (-1.5) 26.6 (.9) 25.7 (0) 24.0 (-1.7
Air-Conditioned 23.6 30.5 24.5 22.6 (-1.9) 27.1 (2.6) 24.8 (.3) 22.2 (-2.3
Nat.-Ventilated 30.9 28.7 28.5 28.0 (-.5) 26.5 (-2.0) 28.1 (-.4) 28.3 (-.2
Men 25.4 30.1 24.6 24.0 (-o6) 26.9 (2.3) 25.6 (1.0) 23.7 (-.c3
Women 26.5 29.8 25.4 24.8 (-.6) 26.8 (1.4) 26.1 (.7) 24.6 (-.E....

* Numbers in parentheses are the differences between the neutral temperatures using regression
and given equation. "'

Table 2-9.

Crosstabulatlon of ASHRAE Scale vs. Mclntyre Scale

Air-Conditioned Buildings (Ali Seasons)

ASHRAE % Mclntyre Scale Votes 1,2,3

Scale "Cooler" "No Change" "Warmer" II Row Totals

-3 0 0 100 .8 (6)

-2.5 0 0 100 .3 (2)

-2 5.6 38.9 55.6 4.8 (36)

-1.5 0 50 50 .8 (6)

-1 7.9 74.9 17.3 25.2 (191)

-0.5 29.4 64.7 5.9 2.2 (17)

0 29.1 70.3 .7 40.4 (306)

0.5 90 10 0 1.3 (10)
1 94.6 4.7 .7 19.6 (148)

1.5 100 0 0 .1 (1)
2 96.4 3.6 0 3.7 (28)

2.5 0 0 0 0 (0)

. 3 100 0 0 .8 (6)

Column 38.8 52.2 9 100
Totals (294) (395) (68) (757)

1. Mclntyre Scale indicates responses to the question, *1would like to be ...... "
2. Percentages are calculated by row, e.g. within each ASHRAE Scale category.
3. Numbers in parentheses are the total number oi votes in the respective column or row.
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Table 2-10.

Crosstabulation of ASHRAE Scale vs. Mclntyre Scale

Naturally-Ventilated Buildings (Ali Seasons)

ASHRAE % Mclntyre Scale Votes

Scale "Cooler" "No Change" "Warmer" Ii Row Totals,,L ,,

-3 o o o o (o)
-2.5 0 0 . 0 0 (0)

-2 o o o o (o)
-1.5 o o o o (o)
-1 0 66.7 33.3 1.6 (6)

-o.5 o o o o (o)
0 40 60 0 22 (80)

0.5 100 0 0 .3 (1)

1 78.9 18.7 2.4 33.8 (123)

1.5 80 0 20 1.4 (5)

2 94.5 3.6 1.8 30.2 (110)

2.5 100 0 0 1.9 (7)

3 100 0 0 8.8 (32)

Column 76.1 _)1.7 2.2 100

Totals (277) (79) (8) (364)

Table 2-11.

Simple Correlations between Comfort Scales

Naturally-Ventilated --) ASHRAE Mclntyre Air Flow Humidity
,I,Air-Conditioned Scale Scale Scale Scale

o•o QOL

ASHRAE Scale -.47 -. 12L -.21
QQe LL LL•

Mclntyre Scale -.69 .14 .21
• QL •QQ •

Air Flow Scale -.25 .23 .13
• • •LL

Humidity Scale -.09 .07 .19

Table 2-12.

Simple Correlations between Comfort Scales

Wet Season -_ ASHRAE Mclntyre Air Flow Humidity
J, Hot Season Scale Scale Scale Scale

........... ,,, *L
ASHRAE Scale -.67 -.25 .02

LL• LO•

Mclntyre Scale -.67 .23 .05
• Lql •

Air Flow Scale -.10 .12 .10
• eL • lit•

Humidity Scale -.13 .09 .21
.......

• = significant beyond .05; "" = significant beyond .01 .... = significant beyond OOI
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Table 2-13.

Simple Correlations between ASHRAE Scale and various Indices

HotSeason Wet Season Air-Conditioned Naturally-Ventilated
QttO ttr• Q•Q QQt

OutdoorTemperature .70 .58 .44 ,44Q*• ••• ttQQ tQ•

Mean RadiantTemperature .69 .57 .42 .42
Q,Q QQQ QQQ tQ

Vapor Pressure .65 .51 .26 .14QQQ •Q• QQQ

AirVelocity .33 .19 -.13 -.06ttQQ •QQ O_*

CIo -.27 -.20 -.16 .02
QQO QQ_ QQO t (I,_l'

ET* .69 .56 .45 .43
Qtt¢, tbQ• _*_'t QQQ

SET* .66 .53 .29 .34
• Q

Gender .08 -.03 -.09 -.05
• •_'Q

Age .13 .16 .03 .09
Use of HomeAC -.06 -.02 .06 .07

TemperatureSensitivity .03 -.03 -.01 .08
HumiditySensitivity .02 0 -.02 -.05

Air FlowSensitivity .01 -.03 .02 -.04

• = significantbeyond.05; ** = significantbeyond.01;*** = significantbeyond.001.

Table 2-14.
Correlation between ASHRAE Scale and Use of Home AC

(binned by E'P)

.......

ET* Correlation Significance Nr. Points

21 .26 .742 4
22 ,40 .024 31

23 .02 ,755 161
24 -.04 .595 186
25 .20 .005 189

26 .06 .491 128
27 -.01 .953 53
28 .24 .540 9

29 ,41 .495 5
30 -.50 .257 7

31 -.12 .553 28
32 .20 .076 77

33 .19 .062 102
34 -.14 .172 95

35 .11 .402 64
36 ,36 .426 7

.............
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CHAPTER 3: THE EFFECTS OF SURROUNDING BUILDINGS

ON WIND PRESSURE DISTRIBUTIONS AND NATURAL VENTILATION
IN LONG BUILDING ROWS

F.S. Bauman, D. Ernest,and E.A. Arens
BuildingScienceLaboratory
Departmentof Architecture

Universityof California
Berkeley,CA 94720 USA

ABSTRACT

To predict the performanceof a naturallyventilatedbuilding,estimatesof the wind-inducedsur-
face pressure distributionare needed. In urban environments,where buildingsare grouped
closelytogether,thesesurfacepressureswillbestronglyinfluencedbythe surroundingstructures.
In addition,the shelteringeffectof the surroundingbuilt-upenvironmentcan make it more difficult
to obtain large enough pressuredifferencesacross a buildingnecessary to produce adequate
naturalventilationairflowrates. This paper describesthe resultsof a windtunnelinvestigationof
wind pressuredistributionsover an attachedtwo-storyshopor housingunit containedin long
buildingrowsof the varietythat are commonlyfoundin denselypopulatedcommercialcentersof
Southeast Asia (shophouse)and other urban settings (Britishrow house). Surface pressure
measurements were made on a 1:125 scale model as a functionof wind direction,spacing
between adjacentbuildingrows,and buildinggeometry. Simplifiedcorrelationsare developedto
predictthe measuredsurfacepressurecoefficients.The jack roof,a roof-levelventilationdevice,
is a key architecturalfeatureof the test model. Usingthe developedcorrelations,the characteris-
tics of the ventilationperformanceof the jack roofare discussedandcomparedto thosefor other
flowconfigurations.The jack roofdemonstratessignificantpotentialto be aneffectivenaturalven-
tilationdesignfor denselybuilt-upurbanareas.

INTRODUCTION

Buildingsin hot and humidclimateshave traditionallybeen cooledby ventilation. Ventilativeair
movementinthe buildinginterioracts to cool the occupants in twoways. First, it coolsthe occu-
pant directlyby increasingthe convectiveand evaporativeheat transferfrom the body surface.
Second, it coolsthe occupantindirectlyby removingheat storedin the buildingstructure. Tradi-
tionalbuildingsare operatedin eitheror bothmodes, dependingon the climate. Internalairflows
insuch naturallyventilatedbuildingscan be (1) wind-driven,resultingfromthe externalwindpres-
sure field;and (2) buoyancy-driven,resultingfromthe temperaturedifferencesbetweenthe build-
ing interiorand exterior. Even in relativelylightwindsandundertypicalinterior-exteriortempera-
ture differences, wind pressureforces, ratherthan buoyancyforces,are the dominantcause of
naturallydrivenventilation.

In urbanenvironments,wherebuildingsare groupedcloselytogether,the wind-inducedsur-
face pressuredistributionon a building,as well as the localwind velocityfield arounda given
building,willbe stronglyinfluencedbythe surroundingstructures. In addition,the shelteringeffect
oi the surroundingbuilt-upenvironmentcan makeit more difficultto obtainlargeenoughpressure
differencesacrossa buildingnecessaryto produceadequateventilationairflowrates.

Previousrelatedstudieshave looked at the effectof vegetationwindbreaksandfenceson
wind pressuresand the resultingair infiltrationenergy losses/gainsin residentialhousing. The
studieswere done at small scalein a windtunnel[1]and at full scaleinthe field [2]. Peterka and
Cermak [3] performed a wind tunnel studyof windvelocitiesin the wakes of freestandingbuild-
ings. The effect of a singleadjacentupwindbuildingon windpressureson a rectangularbuilding
was the subjectof a windtunnelstudyby Peterkaet al. [4]. Aynsleydescribedthe influenceof a
singleupwind rowof houseson the meanwindwardandleewardsurface pressuresof a housefor
a limitednumberof winddirectionsand buildingspacings[5]. A thoroughreviewof recentwind
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tunnel studiesof wind loadson low-rise buildingswas reported by Holmes [6].

The effect of a group of surrounding buildings has been studied in a series of wind tunnel
experiments performed in the United Kingdom. Soliman studied a cuboid [7] and Lee et aL, stu-
died a rectangular model at several geometric aspect ratios [8]. In both studies, the test model
was surrounded by various arrays of identically shaped models. The results of Lee et al. give
reductions in surface pressures on the test model as a function of building alongwind spacing, the
layout of the buildings in the crosswind direction (two grid patterns were examined), and the wind
approach direction over either layout. The results of the study show wind pressure reductions of
up to 90% resulting from wind blockage by upwind buildings. However, there is a variability of
80%, depending on the configuration oi the buildings. Hussain and Lee present additional wind
tunnel results on the surface pressure fields and airflow regimes between buildings for rectangular
blocks representative of low-rise buildings in suburban areas [9].

Wiren has performed an extensive wind tunnel study of the wind pressure effects on a 1
1/2-story single-family house surrounded by identical models in various regular arrays. Measure-
ments were made for an isolated model, a model with one upwind model, a model with two adja-
cent models, and a model within a large group of models. Unlike the previous flat-roofed models,
the models used in Wiren's study had a roof pitch angle of 45 degrees. His tests indicated that
the maximum reduction in ventilation airflow rate, obtained with three rows of houses surrounding
the test house, was about 40% [10]. The above wind tunnel study was recently repeated for two-
story terrace houses [11].

Given a set oi pressure distribution data for a building, simplified calculation techniques exist
for estimating the amount of infiltration airflow through cracks or other small leakage areas or ven-
tilation airflow through larger wall openings. The internal airflow is driven by the pressure differ-
ence between surfaces containing flow inlets and outlets. Ventilation airflow equations have been
described by Aynsley for a series of openings without internal flow branching [12] and by Vickery
for multiple openings with significant internal flow branching [13]. The models make use of
discharge coefficients derived from ventilation duct studies, obviously an approximation for typical
building ventilation openings. As with the current wind tunnel study, the vast majority of available
surface pressure data have been collected for solid models. The presence of flow inlets and
outlets will influence the surface pressure in the vicinity of the opening. However, investigations
by Vickery et al. have shown that the effect of small openings (less than 20% of total wall area) on
solid-building pressure data does not significantly affect the accuracy of the above flow models, if
the openings are in walls. Vickery did find that the model predictions (based on solid-building
pressure data) significantly overpredicted the measured internal airflow for small roof-level outlets
[14]. More work is needed to fully understand the performance of roof-level ventilation openings.

Wind pressure will vary over a given building surface, particularly near the edges. But for
low-rise buildings these variations will not have a significant effect on ventilation airflow predic-
tions. As a result, a single average pressure over an entire building surface is typically used in the
above airflow models. Swami and Chandra found that the error produced by using average vs.
local pressure data was about 5% [15]. Similarly, Wiren indicated an error of less than 10% [10].

Correlations of the type reported in the current study, along with the appropriate airflow
models, can be usefully incorporated into ventilation design manuals using manual methods or
small computer calculation techniques. Manual design procedures for natural ventilation have
been reported by Chandra [16], Arens and Watanabe [17], and Swami and Chandra [15]. Pres-
sure coefficient correlations can also be added to large hourly simulation programs (e.g., ESP)
containing more sophisticated internal airflow calculation subroutines [18].

PRESENT INVESTIGATION

The buildingto be studiedis a narrowattachedshophouse,commonlyfoundin the denselypopu-
lated commercialcenters o! Southeast Asian towns and cities, as well as other urban settings
(e.g., the Britishrow house). Figure 3-1A shows a perspectivecut-away drawing oi the shop-
house model,which consistsof two identicaltwo-storyunitsseparatedby a centralwalled court-
yard. In the figure, the facing buildingand courtyardwalls are removed. Each unit has a gable
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roofwith a small raisedroofventstructure(jack roof) at the roofpeak. Shophousesare contained
in longrows of identicalunits,each separatedfromits adjoiningunitsby roofparapets(Figure3-
1B).

As described above, previous wind tunnel experiments on the influence of surrounding
obstructions have largely focused on three-dimensional models (typically cubical in shape) sur-
rounded by elements of identical size and shape in some sort of grid pattern. The present study
will address a configuration in which the test building unit is located near the middle of a long
building row, surrounded by other parallel building rows of identical size and shape. In this
arrangement, wind effects in the immediate vicinity of the test model will be largely independent of
the ends of the building rows. In other words, the position of the unit within the building row will
not be a significant parameter, which is expected to be the case for a large majority of such sho-
phouses.

A key architectural feature of the shophouse design is the jack roof, designed to promote
ventilation airflow through the building. The positioning of the jack roof at the roof peak is crucial
to its ventilation performance, particularly in built-up urban environments where surrounding build-
ings can have significant shielding effects. Proposed correction factors based on generalized
shielding indicate that the ventilation airflow rates can be reduced by a factor of two to three in typ-
ical urban settings, compared to those for the same building in exposed, rural terrain [19].

As shown in the schematic flow diagrams of Figure 3-2, the jack roof can be operated in
several different modes. With both sides of the jack roof open, wind-driven airflow through the
jack roof will induce air to be extracted from the building (Figure 3-2A). The performance of roof
ventilators using this principle has been studied by Wannenburg [20]. If wind entering the wind-
ward side of the jack roof is diverted down into the building (Figure 3-2B), its ventilation principle
will resemble that of wind towers commonly found in Middle Eastern architecture [21]. If only the
leeward side of the jack roof is allowed to be open, the strong negative pressures will promote the
suction of air out through this surface (Figure 3-2C). One jack roof design of this type has been
described by Fairey and Bettencourt [22]. A model of a full-scale laboratory building incorporating
a jack roof has been the subject of a wind tunnel investigation by Cermak et al. [23]. Vickery et al.
performed wind tunnel experiments to compare the measured ventilation airflow rates through a
ridge vent (located on the leeward side of a standard gable roof) with those predicted by a
simplified model for cross-flow ventilation. When little or no winds are present, ali jack roof
configurations are effective at promoting stack-driven ventilation (Figure 3-2D) [14].

The objectives of the current study are to:

1. Determine average wind pressures on the external surfaces of a shophouse located in
a typical urban environment;

2. Develop simplified correlations to predict the average surface pressure coefficients as
a function of building spacing, wind direction, and building geometry; and

3. Study the potential ventilation performance of the jack roof design.

EXPERIMENTAL METHODS

Boundary Layer Simulation

The studywas conductedin an opencircuit,boundarylayerwindtunnel(BLW-I')locatedin a
universitylaboratory(see Figure3-3). The buildingconfigurationunderinvestigationin thecurrent
experimentscan be characterizedas a lowurbanenvironmentwith longrowscf relativelyclosely
spacedtwo- to three-storybuildingsextendingfor largedistancesinany direction. The approach-
ing boundary layer flow was simulated in the wind tunnel using techniques similar to those
describedbyCook[24].

Velocityandturbulenceintensityprofileswere measuredin the windtunnelat the frontedge
of the turntable to document the approach wind conditions. These measured profiles are
presentedin Figures3-4A and3-4B. The velocitydata were used to producea regressionfit with
the logarithmicvelocity profilefora thermallyneutralatmospheregivenbelow:
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U(z) = (u'/k) In [ (z-d) / Zo] (Eq.3-1)

where
U(z) = mean velocity at height z fm/s)
u" = frictionvelocityfm/s)
k = von Karman's constant (0.4)
Zo = roughnesslength (in)
d = displacementheightfm)

The regressionfit in Figure3-4A produceda roughnesslength(Zo)of 0.19 in (4.8 mm) (lull-
scalezo= 2.0 ft [0.6 m]) for a displacementheight(d) oi 2.0 in(50 mm) (full-scaled = 20.5 ft [6.25
m]), well withinthe accepted range of values prescribedby EngineeringSciences Data Unit for
low urbanterrain[25, 26]. In Figure3-4B the measuredturbulenceintensitiescorrespondwell to
values recommended by ESD/J for the lower regionof the atmosphericboundary layer [27]. The
power spectrum was measured at a height of 5.9 in (150 mm) and matched to that recommended
by ESDU [26]. Using the method described by Cook [28], the simulated turbulence scale, and
therefore the most appropriate modemscale, was calculated to be 1:130, an excellent match with
the model scale used.

Building Models

A model containing two identical building units was fabricated out of 1/8 in (3 mm) acrylic
sheet at a scale of 1:125, based on the typical shophouse configuration shown in Figure 3-1A.
The two model units were connected by a central courtyard area and, together, represent a single
attached shophouse unit Ioc;'ted within a long double row of similar building units. Each double
row is separated from adjacent identical double rows by a space reoresentative of a street or alley
(Figure 3-1B). The key architectural features of the shophouse model are as follows:

• The overall dimensions of each model unit are H = 3.1 in (80 mm), L = 3.1 in (80 mm),
and W = 1.6 in (40 mm), ;epresentative of a two-story shophouse, 33 ft (10 m) high to
the top of the jack rc,of, 33 ft (10 m) long, and 16.5 ft (5 m) wide.

• The roof pitch angle (a) is fixed at 20 degrees. A 0.24 in (6 mm) high jack roof (2.5 ft
[0.75 m] full scale) is located at the roof peak and covers the top third of the roof.

Parapets, equal in height to the jack roof, extend along both sides of the pitched roof,
separating each adjacent shophouse unit.

• Boih the jack roof and parapets are removable, allowing alternate roof configurations
to be investigated.

• Each central courtyardis separated from adjacent courtyardsby walls of variable
height.

The surroundingbuildingmodels were ali constnJctedfrom extruded polystyrene foam
board. The 1:125 scale model produceda maximumwin_'4tunn¢',blockageof 4.9%. No correc-
tionswere madeto the pressuremeasurementsobtainedwiththisconfiguration.

When the height of the surroundingenvironment(adjacentstructures,trees, etc.) is on the
same order as the heightof the subject building,as in the currentstudy, then the surrounding
buiHings rrust alsobe modeled indetail. For low-risesuburbanterrain,the extentof this model-
ing is recommendedto be a radius of ten buildingheights[29]. In the currentmodel setup, sur-
rounding buildingswere modeled to the edge of the turntable,h3vinga radius of 3.3 ft (1 m).
Furtherupwindof the turntable,generalroughnesselementson thewind tunnelfloorwere usedto
simulatethe characteristicsof the approachingboundary layerflow.

No ventilationinlets and outlets (e.g., windowsor jack roof openings)was includedin the
models. R_ther, pressuretaps were installedat the appropriatelocationson the solidmodel sur-
faces. Figures3-5A and 3-5B are exploded plan viewsof the two models showingthe pressure
measurement(tap) locationsfor the standardroof andthe jack roofdesigns. Duringali teststhe
models were coHigured such that Model #1 was the upwind model and Model #2 was the
downwindmodel. For each modelunit 18 ;aps were monitoredforthe standardgable roofmodel,
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and for the jack roofdesign,an additional4 taps for a totalof 22 taps were monitored.Tap loca-
tionswere selectedto allow the measuredpressuresto representaveragesover areas of equal
sizeon a givenmodelsurface.
Pressure Measurements

Pressuremeasurementswere madewith two differentialpressuretransducers. One trans-
ducer monitoredthe pressuretaps on the model surfaces. The taps were connected via equal
lengthsof 0.063 in (1.6 mm) O.D. viny_tubingto a pressureswitchthatallo.vedup to 48 pressure
linesto beconnectedto a singletransducer.The secondtransducermonitoredthe dynamicpres-
sure atthe referencelocation. A pitottubesuspendedfromtheceiling(see Figure3-3) was used
to measurethe referenceconditions.Witha mean referencevelocityatthe pitottubeof 1710 fpm
(8.7 m/s), each pressuremeasurementconsistedof simultaneousreadingsfromthe two pressure
transducers. The transducerswere sampledat a rate of 30 readingsper secondfor a durationof
30 seconds. Upon switchingto a new port locationof the fluid switchwafer, a delay of 15 seconds
was implementedto allowthe linepressureto stabilizeat its new meanvalue.

In the currentstudy,the pressurecoefficientswere normalizedby the dynamic pressureat
the equivalent33-foot (10-meter) height, the mostcommon weather stationheight. This allows
the results to be related to full-scale conditions. Since simultaneous measurements at the 10-
meter full-scale reference height (80mm at wind tunnel scale) could not be made without disturb-
ing the model measurements, the pressure coefficient was determined in two stages, as defined
below:

(P-Ps)
Cp-

0.5pU210

(P-Ps) . Pd
C o -

Po 0.5pU2lO

Cp = Cp,ref*g (Eq.3-2)

where

C, -- mean pressure coefficient normalized by dynamic pressure
at equivalent 10-meter height

Cp,ref = mean pressure coefficient normalized by dynamic pressure
at stationary referencepitot tube

P = mean pressure at building suPice (Pa)
Ps = mean static reference pressure (Pa)
Pd = mean dynamicreferencepressure = Pr-Ps (Pa)
Pt = mean total referencepressure (Pa)
p = density of air (kg/m3)
D = dynamic pressure height correction factor (9.47)
Ulo = mean velocity at equivalent 10-meter height (m/s)

In Equation 3-2, Cp,ref was measured directly as described above. The dynamic pressure
height correction factor, D, was determined from a separate measurement with a hot-film
anemometer p;aced at the equivalent 10-meter height (3.1 in [80 mm]). The static pressure was
assumed to be constant at both the referenceand 3.1 in heights, and no static pressure correction
factor was applied in the equation. Ali mean surface pressure coefficients presented in this paper
are of the form defined by Equation 3-2.

Full details of the experimental methods are described in Bauman et al. [30].

PROGRAM OF STUDY

Buildingsurfacepressureswere measuredin responseto a numberofparametersvariedover the
rangesdefined below. Refer to Figures3-6A, 3-6B, and 3-6C for illustrationsof the typical model
layout,roofconfigurations,andcourtyardconfigurations.

3-5



1) winddirection((_): 0°, 15°, 30°, 45°, 60°, 75°, 90°, from normal
2) spacingbetweendoublerows (s): c = s/H = 0.5, I, 2, 3, 4, 5
3) courtyardspacing(Sc): Sc= Sc/ H = 0.25, 0.5, 1
4) courtyardwall height(hc): Hc= hc/He = 0, 0.5, 1
5) roofconfiguration a) withjack roof,withoutparapet(NJ,NP)

b) withjack roof,withoutparapet (J,NP)
c) withjack roof,withparapet(J,P)

where
H = buildingheight
He = eave height(maximumcourtyardheight)

Foreach of the abovethree roofconfigurations,seven winddirectionsandsix rowspacingswere
investigatedfor a total of 42 measuredpressuredistributions.Duringeach series of tests, the
courtyardwas held at a fixed configuration.Forthe standardgable roof (withoutjack roof,without
parapet),thiswas Sc = 0.5 andHc = 0. Forthe two jack roofconfigurations,thiswas Sc = 1, Hc =
1. Variationsin the courtyardspacingand geometrywere studied only for a fixed upwindrow
spacing of S = 1 and for the jack roof with parapet roof configuration. These procedural
simplificationswere justified(1) due to theobservedinsensitivityof courtyardsurfacepressuresto
variationsin rowspacing(S), (2) due to the relativelysmall effectof roof configurationon court-
yard surfacepressures,(3) due to the very repeatabledependenceof courtyardsurfacepressures
on winddirection,and (4) in the interestof reducingthe numberof windtunnelteststo a manage-
able number.

In the currentstudy,for each of the majorventilationsurfaces(i.e., surfaceswhere ventila-
tion inletsand outletswouldtypicallybe located),a singlesurface averagedpressuremeasure-
mentis reported. Due to the largelytwo-dimensionalgeometryof the longbuildingmodels,pres-
suresshowedlittlevariationlaterallyacrossthe frontandback facadesof the models. For these
surfaces,a representativeaveragepressurecouldbeobtainedfromthe twocentrallylocatedtaps.
In addition,localizedpressurecoefficientson bothverticalsurfacesfacingthe centralcourtyard
were found to be very similarin magnitudefor ali modelconfigurationstested. For thisreason a
single averagecourtyardpressurecoefficientis reported. The individualtaps usedto producethe
averagepressurefor eachsurfaceare identifiedinTable 3-1.

RESULTS AND DISCUSSION

Correl_lon Development

The pressure measurementresultshave been analyzed using a PC-based data analysis
and graphics program. Using a step-wise multiple linear regressionfittingroutine, simplified
correlationshave been developedas a functionof winddirectionand rowspacing.These predict
the average pressurecoefficientsfor many of the surfaceswith a high degree of accuracy. Ali
correlationequationstookthe samegeneralformthal isgiven below:

N

Cp=Co+_Ci.F, (I=q.3-3)
i=I

where

Ci(i=0,1,...,N) are constantsdefined in Tables 3-2 and 3--3

Fi(i=1,2....,N) are functionsdefined in Tables 3-2 and 3-3

Table 3-2A presentsthe correlationsfor the standardgable roof building(NJ,NP); Table 3-
2B presentsthe resultsfor the two jack roofbuildings((J,NP) and (J,P)); and Table 3-3 presents
the resultsfor the variablecourtyardconfiguration,lt was foundthat for mostbuildingsurfaces,
the pressurecoefficientscould be correlatedwithonly three or fewer terms inthe above equation
(all significanc_.levelswere < 104). One term(Co)was a constant. The "cos20"termwas usedto

3-6



accountfor wind angle dependence. The "cos_ * S" and "coso * In(S)" terms account for the
decreasingeffectof spacingat largerwindangles,when the windis channeleddownthe streets.
The "cos2(O- _ / 4)" term reflectsthe observedpeakpressureson the front jack roofnear a wind
angle of 45°. The "Hc* Sc"term in Table 3-3 accountsfor the increasedsensitivityto courtyard
wall heightwith increasingcourtyardspacing. In the correlationtables and followingfigures,the
modelconfigurationsare identifiedaccordingto the key showninTable 3-4.
Pressure Dlslrlbutlon on Model #1

Figures3-7A and 3-7B illustratethe characteristicsof the pressure distributionover Model
#1 (upwindmodel)for one model configuration:jack roofwith parapetand upwindspacingof S =
2. Figure 3-7A shows mean pressurecoefficientsas a functionof tap locationfor the front of
Model#1, and Figure3-7B showsthe resultsfor thebackof the model. The resultsare shownfor
threewinddirections(0°, 45°, and90°). Notethal the lineson bothfiguresdo notrepresentmeas-
ureddata but are shownonly to illustratethe trends in the results. The observationsare as fol-
lows:

1. Pressureson the windwardsideof the modelexhibitlarge differencesbetweenindivi-
dual surfaces.This is dueto the strongincidentwindson some ofthe surfaces,along
withflowseparationat severallocations(frontedgeof lowerroof,top of jack roof,and,
for windanglesof 45° and90° topof parapets).

2. In contrast,the pressureson the leeward sideof the model are nearly constantat ali
tap locations,for a givenwind angle. This clearlydemonstrateshowthe wake region
encompassestheentireleewardsideofthe model.

3. At 90° windangle, the pressurecoefficientsfor bothsidesof the modelare very nearly
equal and approach zero. This is an expected result as the wind is channeled
betweenbuildingrowson bothsidesof ti=emodel.

4. The largestpressureson the windwardsideofthe modelareobtainedfora winddirec-
tion of 45° on the lower front roof (taps#8 and#9), and on halfof the frontjack roof
(tap #12). In both cases, the presenceof the parapetsstronglyinfluencesthe pres-
sures at these locations. These roof pressureswill be influencedby changesin the
roofslope(a = 20° in currentstudy).

5. The largestnegative pressureson the leeward side of the model occuron the jack
roof,dueto itscloseproximitytothe strongseparationfromthe roofpeak.

6. For the 0° windangle, ali pressurecoefficientson the windwardside of the model are
negativeor zero. This indicatesthateven at an upwindrowspacingof S = 2, the front
of the modelliesinthe wake regionof theupwindmodel.

Measurement and Correlation Results

Figures3-8A and3-8B presenttwo examplesof measureddata and theircomparisonto the
correlationpredictionsof Table3-2. Figure3-8A presentsresultsfor the frontfacadeof Model#1
withthe jack roofbutwithoutparapets(J,NP). lhe observationsare as follows:

1. The resultsfollowsimilartrendsfor alithree roofdesigns.

2. Pressureincreaseswithincreasingspacing. At small spacingsand smallwindangles,
the frontfacadefalls inthe wake regionof the upwindbuildingrow, as indicatedbythe
large negativepressurecoefficients.

3. As expected, as the winddirectionapproaches90° , the wind is channeleddownthe
streetsbetweenthe buildingrows,resultingin similarsurfacepressurecoefficientsfor
ali three modelconfigurations.The resultsapproachzero at90° for ali spacings.

4. Forthe two modelswiththe jack roof, the existence of the parapet hadvery little effect,
as a single correlation in Table 3-2B was used to fit both sets of data.

5. The model with the standard gable roof (NJ,NP) showed slightly higher pressures
compared to the two jack roof models. This was particularly evident at small wind
angles, where the shielding effect of the taller upwind building row (with the jack roof)
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was strongest.

6. Excellent agreement (R 2 = 0.95) was obtainedbetweenthe measureddata and corre-
lationpredictions.

Figure3-8B presentsthe measuredresultsandthe correlationpredictionsfor the front jack
rooffor Model#1 (J,NP). The observationsare as follows:

1. The resultsare much less sensitiveto upwindspacingthan the front facade, as the
jack roofis moreconsistentlyexposedto the ambientwinds.

2. At 0° windangle, the pressurecoefficientsare eithernegativeor closeto zero,demon-
stratingthe shelteringeffectof the upwindbuildingrow.

3. The figure indicatesthat for spacingsin the range of 2 to 3, the measuredpressures
are approachingtheir maximumvalues at a windangleof around45°. Increasingthe
upwindspacingany furtherdoes not producea significantincreaseinpressureonthis
surface. If a design objective is to maximize pressureon the front of the jack roof
(presumablyto increasetheinducedvolumeof airflowfromthe buildinginterioroutthe
back of the jack roof [see Figure 3-2A]), a spacingof S = 2 to 3 may be close to an
optimum choice in urban areas where large spaces between buildingsare not an
option.

4. A comparisonof the data in Figure 3-8B with resultsfor the front jack rooffrom the
model havingparapets(J,P) foundthe surprisingresultthat, althoughlocalpressures
were stronglyinfluenced,the surface-averagedpressurecoefficientswere quitesimilar
in magnitude. A singlecorrelationfor the frontjack roof(withand withoutparapets)is
reportedin Table3-2B.

5. The influenceof the more complexgeometryof the jack roofmade it more difficultto
achieve as accurateof a correlationfit (R2 ;=0.84), althoughreasonableagreement
was obtainedbetween a singlecorrelationand the resultsof both jack roofmodeltests
(withand withoutparapets).

Measurement resultsfor the other three surfaces (back jack roof,back facade, and court-
yard) are not presentedhere, but the correlationequationsin Table 3-2 indicatesimilartrendsfor
ali of them. Since these surfaceswere withinthe wake regionof the immediateupwindbuilding,
ali experiencedlarge negativepressuresat normalwind incidence,makingthem good choicesas
ventilationoutlets. Pressurecoefficientsincreasedwith increasingwind angle,approachingzero
at 90°. Pressureswere foundto be virtuallyindependentof upwindrow spacing(S) for boththe
back jack roof and back facade, as excellent correlation fits (dependent only on wind direction)
were obtained. Courtyard pressures were only very weakly dependent on spacing.

Table 3-3 presents the correlation equation for the courtyard pressure coefficient in
response to variations in courtyard wall height (Hc) and courtyard spacing (Sc). The results were
obtained for an upwind row spacing of S = 1 and were found to be only weakly dependent on the
courtyard geometry. A full-height courtyard wall (Hc= 1) does provide some amount of protection
in the courtyard, slightly reducing the pressure coefficients for ali wind directions, especially for
larger-sized courtyards.

Ali measurement results and further discussions are contained in Bauman et al. [30].
Use of Correlation Tables

The correlationequationscontainedin Tables 3-2 and 3-3 can be used to predictaverage
pressure coefficientson similarfull-scale long buildingrows. The predictionsare applicableto
buildingunitslocated away from the influenceof the ends of the buildingrows. For ali surfaces
exceptthe courtyard,average pressurecoefficientscan be calculateddirectlyfrom Table 3-2 for
the given buildingconfiguration.For small rowspacings,0.25 _<S <_1, use the appropriatecorre-
lationwithS = 1.

Example 1: Findthe averagepressurecoefficientfor the frontfacade of a buildingwitha jack roof
(withorwithoutparapets)for a wind angleof 45° andan upwindrowspacingof 2.
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FromTable 3-2B:

Cp= 0.062 - 0.945 (cos 450)2+ 0.237 (cos45°) (2)

Cp= -0.075

The combined effects of courtyard configuration (Sc, Hc) and upwind spacing (S) can be
computed using both Tables 3-2 and 3-3 as explained below. In performing this calculation, it is
assumed that these effects are additive. (1) Use Table 3-3 to determine the value of Cp for the
given values of Sc and Hc. (2) Add the additional contribution due to the effect of upwind row
spacing (S) from Table 3-2. This corresponds to only the one term in Table 3-2 dew_ndenton S
andonly for the contribution for S > 1, the value of S for which Table 3-3 was derived. (3) Add the
resultsfrom steps1 and 2.

Example 2: Find the average courtyard pressure coefficient for the following configuration:

e= 250 , S = 2.5 , Hc= 0.5 , Sc= 0.75,

(1) From Table 3-3:

Cp(3)= -0.471 (cos 250)2 - 0.147 (0.5) (0.75)

Cp(3)= -0.442

(2) From Table 3-2 (spacing contribution only):

C,(2) =-0.057 (cos 25°) (2.5- 1)

Cn(2) = -0.077

(3) Total pressure coefficient:

Cp= Cp(3)+ Cn(2)= -0.52

Wind Pressure Differences: Ventilation Potential

Givena setof pressuredistributiondata fora building,simplifiedmodelscan be usedto esti-
mate the amountof cross-ventilationairflowthroughinletsand outlets located on the building
walls. The equationfor calculatingthe airflowthrougha cross-ventilatedbuildingwith one effec-
tiveinlet andoneeffectiveoutletis givenbelow[15].

Q = C d A e Uref (_ Qp) 1/2 (Eq.3-4)

where
Q = aidlow (m3/sec)
Cd = discharge coefficient
Ae = effective area of inlet and outlet (m2)
ACp = pressure coefficientdifference across the inlet and outlet :.

Using Equation 3-4 as a guide, the relative ventilation effectiveness of various combinations
of surfaces has been compared by calculating the square root of the mean pressure coefficient
differences between the selected surfaces. Although the specific values of the discharge
coefficient, inlet and outlet areas, and reference velocity will directly influence the obtained airflow
volume, an analysis of (AC,)1/2helps to clarify the characteristic performance of the ventilation
configuration. In the following series of figures, the quantity (_Cn)/ IACpl1/2,based on the
developed correlation predictions, is plotted for selected pairs of surfaces on the front and back
jack roof, and the front and back facades of Model #1, By using this quantity, negative values
represent a reversal of the flow direction through the building. Note that the back facade of Model
#1 is part of the courtyard.

Figure 3-9 presents the pressure difference coefficients between the front and back facades
of the model with the standard gable roof (NJ,NP). Without a ventilation opening on the roof, this
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is the most appropriatewind-pressuredifferenceto drive cross-ventilationof the building. As
expected,the pressuredifferenceincreaseswithincreasingspacing. At upwindspacingsof S < 1,
the ventilationpotentialis negligibledue to the strongshelteringeffectof the adjacentbuildings.

Since the back of the jack roof tendsto havethe largestnegativepressuresfor ali leeward
buildingsurfaces,usingthissurface as the ventilationoutletwillimprovethe potentialventilation
airflow (see Figure 3-2C). Figure 3-10A shows pressure differenceresultsbetween the front
facade and backof the jack roof. The pressuredifferencesare quitecomparableto the previous
results for front to back facade (Figure3-9), althoughlargervalues are obtainedat the smallest
spacing (S=1). Figure3-10B shows pressuredifferenceresultsbetweenthe backfacade and the
back of the jack roof. The lowerpressuredifferencesare indicativeof the fairlyuniformpressure
distributionover ali leeward surfaces of the building,althoughsome ventilationpotentialdoes
exist.

In the aboveflowconfigurations,as wellas othersincorporatingthe jackroof, it mustbe kept
in mindthat the accuracyof Equation3-4 for roof-levelopeningsmay be unreliable[14]. In addi-
tion, the smaller size of the jack roof comparedto typical windowsin the buildingwalls could
reduce the effectiveinlet/outletareas. However,in the examplediscussedabove(Figures3-10A
and 3-10B), boththe frontandbackfacadesof thebuildingcan act as flowinlets.

If the front of the jack roof is used as a ventilationflow inlet (Figures3-2A and 3-2B), gen-
erally higherpressuredifferenceswill be producedat small rowspacings,as thissurface experi-
ences higher pressures than the more sheltered front facade of the building. Figure 3-1lA
presentsthe pressuredifferenceresultsbetweenthe front jack roof andthe backfacade,and Fig-
ure 3-11B presentsresultsbetweenthe front jack roof and the front facade. In both figures,it is
seen that higher pressuredifferencesexist at small spacingscompared to the previousflow
configurationsdiscussedabove. In fact, the pressuredifferencesbetween the frontjack roof and
the frontfacade attaintheirmaximumvaluesat the smallestrowspacings,when the front facade
is heavilysheltered(Figure3-11B). Forthe jack roofto be usedeffectivelyas a flowinlet,the roof
slope must be large enough (20° in the presentstudy)to producepositivepressuredifferences
betweenthe front (windward)jackroof surfaceandthe surface(s)containingventilationoutlets.

Figure3-12 showsthe pressuredifferencesbetween the frontand back of the jack roof. A
strongairflowdirectlythroughthe jack roofcouldbe usedto promoteventilationof the buildingby
entrainingair from the spaces belowthe jack roof (Figure3-2A). If air is diverteddown intothe
building,the ventilationprinciplewouldresemblethat of a windtower (Figure3-2B). The cross-
ventilationflowmodel (Equation3-3) wouldclearlyhavelimitationsif appliedto eitherof these two
flow configurations.Nevertheless,an importantperformancecharacteristicofthe jack roof design
can be identified,as the resultsof Figure 3-12 are very insensitiveto buildingspacing. This has
important implicationsfor use of the jack roofdesignin urbanenvironmentswhere buildingsare
often located quitecloseto each other. If an adequateventilationairflowcan be achievedfor this
configuration,the jack roof may be quiteconsistentin itsabilityto provideventilationover a wide
rangeof buildingspacings.

CONCLUSIONS

Wind tunnelmeasurementshave been made of the windpressuredistributionsover an attached
two-storyshopor housingunitcontainedin longbuildingrowsfor a range ofwinddirections,build-
ing spacings,and buildinggeometries. Simplifiedcorrelationshave been developed,whichquite
accurately predict the average pressurecoefficientsfor the configurationstested. The results
have been analyzedto assessthe natureof windpressureeffectscaused bysurroundingbuilding
rows of the same size. The jack roof alongwiththe choiceof inlet and outletlocationshave been
discussedinan effortto identifypromisingnaturallyventilateddesignsin closelyspaced buildings
typicalof urbanenvironments.The majorconclusionsare as follows:
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1. The jack roofhas the potentialto be an effectiveventilationdesignfor urbansettings.

2. Comparedto standardcross-ventilationdesigns,the jack roof demonstratesimproved
ventilationpotentialat the smallbuildingspacingstypicallyfoundin urbanareas.

3. At small buildingspacings(S < 1), cross-ventilationdesignsshowed no potentialfor
providingairflowthroughthe building.

4. Since the jack roofelement is locatedat the top of the building,it is more consistently
exposedto strongerwindconditionsfor the buildingconfigurationstested. Asa result,
the performanceof thejack roof is lessdependenton variationsinbuildingspacing.

5. Strong negative pressureswere consistentlyobtainedon the back of the jack roof,
makingit a goodchoicefor a ventilationflow outlet.

6. The resultsindicatethat to achieveoptimalperformanceof a ventilationdesignincor-
poratinga jack roof,differentoperatingmodesmaybe necessary. In otherwords,the
best choicesof flow inletsand outletsmay bedependenton buildingspacingandwind
direction.

7. The entire courtyardarea was found to consistentlyfall withinthe wake flow regionof
the upwindbuildingrow. This was becausethe largestcourtyardspacingtested was
Sc= 1.

8. Pressurecoefficientson ali leewardsurfacesandthe courtyardwere foundto be prac-
ticallyindependentof upwindrowspacinganddependentonlyon winddirection.

Futurerelatedworkis neededto addressthe followingimportantareas:

1. Developmentof algorithmsto predictinternalventilationairflowfor configurationsusing
roof-levelinletsandoutlets.

2. Investigationsof the effectof internalpartitionsand obstructionson internalairflows,
and incorporationof theseresultsintoairflowpredictionalgorithms.

3. Measurement of buildingsurface pressure distributionsfor other importantbuilding
configurationsfor naturalventilationdesign.

4. Determinationof microclimaticeffectson ambientwindconditions.

5. Developmentof designmethods,tools,andguidelinesfornaturalventilationdesign.
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Figure 3-5A.

Tap Locations for Model #1 (dimensions in mm)

COURTYARD

I 22 23
I s

-I- -I- °I-

18 19 20
I I I

-I- -I- -l-

40 t'

STREET

- 3-19



Figure 3-5B.

Tap Locations for Model #2 (dimensions in mm)
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Figure 3-6A.
Model Spacing Configuration and Wind Direction
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Table 3-1

Tsp Locations for Average Pressure Measurements

Tap Locations
Surface Model#1 Model#2
FrontFacade 3 + 6 27 + 30
BackFacade 19 + 22 43 + 46
FrontJack Roof 11 + 12 35 + 36
Back Jack Roof 13 + 14 37 + 38

Courtyard 19 + 22 + 27 + 30

Table 3-2

Correlations For Average Surface Pressure Coefficients *
N

Correlation Equation: Cp = CO + T_.,C,.F1
r=-I

A) Model Configuration: No Jack Roof and No Parapet (NJ,NP); Sc= 0.5; Hc= 0

Independent Front Back
Variables Facade Courtyard Facade
(Fi) (Ci) (C,) (Ci)

Constant 0.095 0.107
Cos2e -0.519 -0.436 -0.602
Cose • S - -0.067
Cose • In(S) 0.571 -

R2 (ADJ) 0.980 0.982 0.990

B) Model Configuration: Jack Roof (J,NP) and (J,P); Sc= 1; Hc= 1

Independent Front Front Back Courtyard Back
Variables Facade Jack Jack NP P Facade
(Fi) (Ci) (Ci) (Ci) (Ci) (Ci) (C!)

Constant 0.062 -0.240 0.091 -0.082
Cos2E) -0.945 -0.098 -0.832 -0.512 -0.512 -0.690
Cose • S 0.237 - -0.057 -0.057
Cose • In(S) 0.095 -
Cos2(e - 45°) - 0.539 - - -

R 2 (ADJ) 0.954 0.843 0.985 0.958 0.986 0.993

• NOTES:

1) Roofslopeis (x= 20°.
2) Refer toTable 3-1 fordefinitionsof surfacetap locations.
3) Correlationsfor FrontFacade and FrontJack, are reportedfor Model#1 only.
4) Correlationsfor BackJack are reportedfor Models#1 and#2.
5) Correlationsfor BackFacade are reportedfor Model #2 only.
6) Rangesof applicabilityforthese correlationsare:

0 <_e < 90°;
0<S<5.

±
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Table 3-3

Correlation For Average Surface Pressure Coefficients:
Courtyard Effects *

N

Correlation Equation: Cp = Co + TJ Ci. Fi

ModelConfiguration:JackRoofand Parapets(J,P);S = 1
Independent
Variables Courtyard
(Fi) (Oi)

Constant
Cos20 -0.471
H2* Sc -0.147

R2 (ADJ) 0.989

• NOTES

1) ROofslopeis (x= 20°.
2) Refer to Table 3-1 for definitionsof surfacetap locations.
3) Rangesof applicabilityfor thiscorrelationare:

0 < e < 90°;
0.25 < Sc = 1;
0<Hc<l.

Table 3-4

Key to Figures and Correlations

#1 - Model#1 or WindwardModel
#2- Model#2 or LeewardModel
P- withParapets
NP- withoutParapets
J - withJack Roof
NJ - withoutJack Roof
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CHAPTER 4: SIMULATION OF NATURAL VENTILATION

IN THREE TYPES OF PUBLIC BUILDINGS IN THAILAND

P. Boon-Long,T. Sucharitakul,C. Tantakitti,T. Sirathanapanta,
P. Ingsuwan,S. Pukdee,andA. Promwangkwa

Departmentof MechanicalEngineering
ChiangMaiUniversity
ChiangMai, Thailand

ABSTRACT

The potentialeffects of ventilativecoolingon occupantcomfortin three standard-designpublic
buildingsin Thailand are studied, using the ESPAIR computer simulationprogram.Simulations
were performedfor four climateregions(north,northeast,central,and south)and parametricstu-
dieson buildingdesignandorientationwere alsocompleted.The studyhas concludedthatin gen-
eral the designsare alreadygood;that comfort in thesebuildingsis not very sensitiveto building
orientation(except at one location);and that furthersimulationwork shouldbe conducted using
the main F_SPpackage,which accountsfor the building'sthermal loads. If thermal loads are
included,naturalventilationand buildingorientationappearto have muchmore significanteffects
on occupants' comfort. These results have been incorporatedinto a natural ventilationdesign
guidebookwhichwillbe usedbyThai architects,practitioners,energyanalysts,andresearchers.

INTRODUCTION

There are many passiveor low-energymethodsof coolinga buildingfor occupants'comfort.Of
these methods,naturalventilationis one of the mosteffective,and lowestcost,options,and has
been usedparticularlyinwarm, humidclimateslikethat of Thailandand mostotherASEAN coun-
tries. Natural ventilationis incorporatedin the designof traditionalhouses, like the nativeThai
house,which has a highroof,highfloors,generousshading,and largewindowanddoorareas, ali
of which allow maximum ventilation.Unfortunately,modernarchitecturehas tended to follow
Western models, which often have ciosed, tight designs requiring expensive and energy-
consuming mechanical air-conditioning.

Recently, there has been a growing interest in incorporating natural means of cooling into
building designs in Thailand. Shading windows from direct sunlight, for example, is becoming a
popular and inexpensive method to lower indoor air temperatures. However, other potentially
effective passive cooling methods are still not widely used, mainly because of a lack of awareness
among local architects, or lack of the necessary data for climate-appropriate designs. Many archi-
tects recognize the potential benefits of such designs, but do not have the knowledge and design
tools to create them. Most publications and design data available in Thailand were produced in the
West, and are mainly appropriate for temperate-zone climates, in which both heating and cooling
are needed (frequently with emphasis on the former). This information is not directly applicable to
Thailand's warm, humid climate.

METHODOLOGY

The best way to learn aboutthe effect of naturalventilationcoolingfor a buildingis to monitorthe
actualflow of air into that building.Monitoringis costly, however,and possible only in existing
buildings.Furthermore,ownersmay be reluctantto investin any modificationsto the buildingthat
the monitoringshowswillmake it moreclimateresponsive.Puttinga buildingmodelin a windtun-
nel is anotherway to studythe air flowinto thebuilding.This methodis alsotime-consumingand
requiresexpensivewind tunnelfacilities.The least time-consumingand leastexpensivemethod
for studyingairflowinto buildingsis by usingcomputersimulationbased on localclimatedata. We
usethismethodinthisstudy;the programused is calledESPAIR.



ESPAIR

The computerprogram ESPAIR simulatesair flows and evaluates human comfortin ventilated
buildings.The programis one of several componentsof the ESP system,which is intendedfor
dynamic simulationof energy and mass transfer in buildings.The ESPAIR program requires
hourlyweatherdata, pressurecoefficientsthat describethe wind-inducedpressurefield arounda
building,anda user-inputdescriptionof the zones andopeningsthat make up the airflownetwork
of a building.Zones in a buildingmay be connectedin paralleland/or series,and each opening
may be oneof a few types.The solutionalgorithmiterativelybalancesthe air massflow rate into
and out of each zone in the network,duringeach hourof the simulationperiod.The resultingfile
of zone airflowrates may be analyzed to determinehumancomfortunderuser-specifiedcondi-
tionsof occupantactivityandclothinglevels, and the ventilationairflowrate in each zone may be
summarizedeitherintabularor graphicformat.

The programas used here requireshourlyweatherdata (consistingof dry-bulbair tempera-
ture, wind speed, wind direction,and relative humidity)for analysisof human comfort, lt also
needs a file of pressurecoefficientdata for selected pointson the building'ssurface.(A pressure
coefficientis definedas the ratioof the dynamicpressureonthe building'ssurfaceto thedynamic
pressureof the wind in the free stream at a referenceheight.) These pressure coefficientsare
usuallyestimatedfrompublisheddata for similarbuildingswithsimilarsurroundings.

The user of the programalso has to describethe buildingunder considerationin terms of
sizeand typeof ventilationopenings,and the type of occupancy(timeduringwhichthe buildingis
inuse,temperatureand relativehumidityranges,occupantactivityand clothinglevels).

The outputof the programis air flow rates, or, if coupledwith specified temperatureand
relative humidity,comfort levels in a designated space. Comfort is defined by ASHRAE, and is
divided into three levels: Predicted Mean Vote (PMV): acceptable (score 0); slightly warm (score
1.0); and warm (score 2.0). Division into sublevels is also possible, for example 0-0.5, 0.5-1.0,
1.0-1.5 and 1.5-2.0. These calculated results are available for hourly intervals, and can be
summedto determinethe percentages of human comfort in the observed space over specified
periods (e.g., monthly or year-round).

Building Types Studied

Three typesof buildingswere studied.They were:

a) governmentschools,

b) districtmedicalclinics,and

c) houses(builtby theNationalHousingAuthorityofThailand).

The abovebuildingswere selectedbecause they are ali standardizeddesigns,andthere are
manybuiltali over the country.Hence, improvementsinthemwill have a largeimpact on comfort
andenergyconservationnationwide.Detailsof eachare describedbelow.

i) GovernmentSchools.The design,conceivedby the Ministryof Education,is shownin Fig-
ure 4-1. The buildingis longandone roomdeep, withlargewindowsand doorson opposite
sides. Each roomis approximately9 x 9 meters,designedfor 50 students.Each roomhas
sixwindowsand two doors.

ii) Subdistrictmedical clinics. The design is shown in Figure 4-2. The clinic consistsof an
examinationroom,a dispensary,an office, a restroom,and a store room. There are no in-
patientbeds. This type of buildingis foundin mostsubdistricts,especially in ruralareas. In
the Chiang Mai provincealone,for example,258 buildingsof thistype are scatteredamong
21 districts.

iii) Governmenthouses.These are designedand builtby the NationalHousingAuthorityfor the
low-andmiddle-incomepopulation.The designwe consideredis shownin Figure4-3. Each
househas twobedrooms,a kitchen,a livingroom,anda bathroom.This designisquitetypi-
cal of the numeroustownhousesbuiltby the privatesectoras weil.
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Weather Data Used

The weatherdata used in the ESPAIR programwere obtainedfrom the RoyalMeteorologi-
cal Departmentin Bangkokfor the years 1981-1986. They are three-hourlydata, andcontain,in
additionto the itemsrequiredby ESPAIR,informationon atmosphericpressure,cloudamountand
types,visibility,waterevaporationrate,and rainfall.

As the data availablewere in three-hourlyform, linear interpolationwas used to obtainthe
hourlydata required by ESPAIR. Interpolationcauses errors,especiallyfor wind information,but
we had nobetterway to dealwiththisproblem.

The main data items needed in ESPAIR calculations---windspeed and direction--were
analyzedfor magnitude,frequency,anddirectionover anentireyear, forthefourcitiesof interest.

Simulation Input

1. Buildingtype

Governmentschoolsas shownin Figure4-1.

Subdistrictmedicalclinicsas shownin Figure4-2.

Governmenthouseas shownin Figure4-3.
2. Weather Year andSite

Weather Year 1984.

Sites:ChiangMai, Bangkok,Khon Kaeri,andSong Khla (locationsshownin Figure 4-
4.).

3. Scheduleeach buildingtypefor ComfortIndexdeterminationandotherspecifications:

i) The temperatureand relativehumidityinsidethe observedspacewas the same as the
outsideconditions;

ii) The maximumwindvelocityallowedinsidewas 1 m/s;

iii) Clothinglevelwas 0.5 (summerclothing);

iv) Activitylevelwas 1.0 (seated,quiet);

v) PressurecoefficientsafterVickeryet al., [1]were used; and,

vi) Fourorientationswere tested:N, S, E, W.

In addition,conditionsspecificto eachbuildingtype were:

i) Forgovernmentschools,time inuse was 8:00-17:00, Monday-Fridayonly;

ii) For subdistrict medical clinics,time in use was 8:00-17:00, seven days a week,
observedspaceswere examinationroom,disper,sary,officeroom;

iii) For housestime in use was (livingroom) 8:00-21:00, sevendays a week, and (bed-
rooms)21:00-07:00,sevendaysa week.

RESULTS AND DISCUSSION

Ingeneral,comfort level inthe buildingsstudiedrangedfrom a high of almost100% in the winter
(December - February)to a lowof lessthan 10% in April- May (hotseason). (Figure4-5 showsa
typicalcomfort profilefor Bangkok.)This range reveals the need for buildingsto be seasonally
adjustable.That is, we shouldbe able to fully open the buildingduringthe cool season, to take
maximumadvantageof natural ventilation.We also shouldbe able to close them tightlyduring
timeswhen air-conditioningis needed.

Table 4-1 shows the comfort level in the three buildingsin one of the least comfortable
months(May). In thistable,two thingsare apparent.First,there are significantdifferencesincom-
fort levelsamong differentroomsthat have differentopenings.Second,at three locations(Bang-
kok,Chiang Mai, and KhonKaen), comfortlevel practicallydoes not depend on buildingorienta-
tion, and in each case the discomfortpercentage is high (morethan 2.0). This may have been
because the ambient temperaturein this month is already so highthat it is mostlyoutside the
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comfortzone, regardlessof windspeed.An exceptionis at SongKhla in thesouth,where there is
a strongand almostuni-directionwind fromthe east.The comfortlevelchangessignificantlywhen
thebuildingsare rotated,andthe discomfortpercentageis muchlowerthan at otherlocations.

In other months,the dependence of comfort on buildingorientationis very small, and
believedto be withinthe limitsof the simulationerrors.

Note that the above resultswere based on considerationof only naturalventilationin the
building(i.e., assumingthat interior air temperatureand ambient temperature are the same),
withoutincludingthe effectsof thermal loadssuch as radiantceilings,heat capacityof walls, and
direct solar gain throughopenings. If such thermal loads are considered,the significanceof
ventilation--and the importance of building orientationrelative to the direction of prevailing
winds--would substantiallyincrease. In such a case, ventilationwouldcooldown the interiorair
temperaturesignificantly,in additionto directlycoolingoccupants'skin, thusreducingdiscomfort.
These effectscan be consideredbyusinganothersimulationprogram,ESPSIM.

CONCLUSION

Furtherwork shouldbe conducted,usingmorecomprehensiveprogramswhichtake intoaccount
thermalloadson occupiedspace.

REFERENCE
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Table 4-1" Comfort Levels for May 1984

N E S W Prevailing Wind
0-1 1-2 >2 0-1 1-2 >2 0-1 1-2 >2 0-1 1-2 >2 Direction Speed

Bangkok School:
Classroom 2 10 88 2 11 87 2 10 88 2 12 86

• Hospital:
Office 1 990 1 8 91 1 9 90 1 17 83 W <5m/s
Dispensary 0 892 1 11 88 1 9 90 1 13 86
Exam Room 2 1484 2 15 83 1 1584 2 17 81

House:
l Living Room 0 18 82 1 23 76 0 17 83 1 23 76

Bedroom 1

Chlang Mal School:
_ Classroom 11 32 58 11 32 58 11 32 58! 11 32 58

Hospital: W and SW <5m/s
i 13 31 56 13 31 56 13 31 56 13 31 56Ali rooms

House:
Living Room
Bedroom 1

....

Khon Kaen School"

-1 Classroom 2 16821 2 17 81 2 1682 2 17 81
Hospital:

Office 2 27 71 2 27 71 2 27 71 3 27 70WandSW <5m/s
Dispensery 2 27 71 3 26 71 3 26 71 2 26 72
Exam Room 3 29 58 3 29 68 4 29 67 3 29 68

House:
LlvlngRoom 4 30 66 3 32 65 4 30 66 4 30 66
_edroom 1

Song Khl_ School-
Classroom 9 71 20 14 79 8 10 7_ 19 14 78 8

Hospital:
Office 11 82 7 7 78 15 7 78 15 15 78 7 E >lOm/s
Dispensary 8 70 22 9 82 9 6 73 21 9 84 7
Exam Room 14 80 6 15 80 5 14 81 5i 15 81 4

House: iLh/ing Room 20 64 15 21 72 7 21 60 19 22 71 7
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CHAPTER 5: SOLAR RADIATION AND WEATHER DATA FOR iNDONESIA

lr. Soegijanto,
R. Triyogo, I.B. Ardhana Putra, and I.G.N. Merthayasa

Teknik Fisika

Institut Teknologi Bandung
Bandung, Indonesia

INTRODUCTION

This report presents a brief history of the collection and recording of weather data in Indonesia.
Solar and weather data have been recorded in Indonesia ever since the period of Dutch adminis-
tration. At present, the Meteorological and Geophysical Center in Jakarta coordinates these activi-
ties.

Weather measurements have been taken at the approximately 150 meteorological stations

located throughout Indonesia. The station farthest to the north and west is located at longitude
5°31 ' N and lat!tude 95 25" E, the southernmost at 10010' S and 123040' E, and the easternmost at
2o34' and 140 29' E. The area covered ranges about 4800 km from east to west and 1600 km
from north to south.

Measurements are taken chiefly to supply data for agricultural and air transportation pur-
poses. Factors measured include air temperature (mean, maximum, and minimum), relative humi-
dity, wind speed, barometric pressure, rainfall, and sunshine duration. Most of the measurements
are taken only three times a day.

Global solar radiation measurements have been collected since 1928 in Jakarta, although
the measurements have been taken intermittently at a few other places.*

OBJECTIVES

• To collect hourly solar and weather d_,ta in Bandung and Jakarta.

• To perform solar and weather data analysis.

• To put weather data into a format compatible with the DOE-2 building energy simula-
tion computer program.

DATA COLLECTION

The data collection project consisted both of collecting existing data and of field measure-
ments.

The Existing Data
Solar Radiation Data:

The solar radiation data collected in Jakarta (6°11' S, 106°50 ' E) consist of:

• Mean monthly and average values of the intensity of solar radiation at normal
incidence (in gr. cal/cmZ-min) for the period 1915 to 1924. The intensitYoat normal
incidence was measured as a function of the sun's altitude, ranging from 15 to 90, at

o

5 intervals. A silver disk pyrheliometer was used to measure the data [1].

• Monthly averages of total 1"hourly radiation (in gr. cal/cm2-hr), calculated from data col-
lected from 1928 to 1941 [1].

* Untilabout1980theMeteorologicalandGeophysicalCenterissuedofficialpublicationsofweatherandglobal
solarradiationdata,butnoofficialpublicationhasbeenissuedrecently A requestmustbesubmittedtoobtain
the compileddata.
1""Total"includesbothdirectbeamanddiffuseskyradiation.
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• Hourlyglobalsolar radiationdata (incal/cm2) collected from 1964 to 1968 [2].

• Hourly global radiation (in cal/cm2)for the period 1969 to 1971 [3].

• Hourly global radiation (in cal/cm2) for the period 1972 to 1976 [4].

Data from other locations are very limited:

• HourlYoglobalsolar radiation in Lembang for the period 1964 to 1968. Lembang (6_50'
S, 107 37' E, 1300m above sea level) is situated about 20km north of Bandung (6 54'
S, 107°36' E, 770 m above sea level) [5].

• HourlYoglobalsolar radiation in Denpasar for the period 1969 to 1973. Denpasar (8045'
S, 115 10' E, 1 m above sea level) is situated on the island of Bali [6].

Currently, the Bandung office of the Indonesia National Institute of Aeronautics and Space is
measuring hourly global and diffuse solar radiation on a continuous basis. Diffuse radiation has
been measured only since mid-1985, but the global radiation data collection goes back to 1977.
Weather Data:

Data on Jakarta's weather for the period 1968 to 1977 were issued in a series of publica-
tions entitled Observations Made at Jakarta Observatory. Measurements were taken of hourly
barometric pressure, dry and wet bulb temperature, relative humidity, wind direction and speed,
cloudiness, sunshine duration, and rainfall. Jakarta's data are more complete than those taken
anywhere else in Indonesia.

Data for other locations were issued in two series. The first contains climatological data
taken from about 155 stations, for the period 1971 to 1979. The data consist of monthly averages
of mean temperature, maximum temperature, minimum temperature, rainfall, sunshine duration,
barometric p_essure, wind speed, highest wind speed and prevailing wind direction [7]. The
second series, running from 1954 to 1960 and 1964 to 1970, contains monthly averages of every
oth¢,=rhour of air pressure, temperature, relative humidity, and duration of sunshine for some of the
climatological stations [8].

The meteorological station in Bandung has taken daily hourly measurements (from 7:00
A.M. to 7:00 P.M.) of air temperature, relative humidity, and wind speed and direction.*

The Collection of Existing Data:

We currently have data on solar radiation and weather for Jakarta, Bandung, and a few
other places.

Solar Radiation. For Jakarta we have:

• Hourly global solar radiation data for the periods 1964 to 1979 and 1984 to 1987.

• Mean monthly average of direct solar radiation as a function of solar radiation for 1915
to 1924.

• A monthly average of hourly global radiation for the period 1928 to 1941.

For Bandung we have:

• Hourly global solar radiation data for the periods 1977 to 1980 and 1984 to 1987.

• Hourly diffuse solar radiation data for 1986 and 1987.

For Lembang and Denpasar we have:

• Data on hourly global solar radiation in Lembang for the period 1964 to 1968.

• Data on hourly global solar radiation in Denpasar for 1969 to 1973.

* The station does not publish the data, but will provide it on request. However, since the data needs to be
prepared firstby the station, obtainingit takes some time.

= 5-2



Weather Data. For Jakartawe have:

• Hourlydata taken the period 1968 to 1977 on dry and wet bulbtemperatures,relative
humidity,barometric pressure,wind speed and direction,cloudiness,sunshine,and
rainfall.

• Hourlydata on temperature,relativehumidity,andwindspeedfor 1984 to 1988.

For Bandungwe have:

• Hourlydata (7:00 A.M. to 7:00 P.M.) on temperature,relativehumidity,andwindspeed
for theperiod 1978 to 1987.

Fromotherlocationswe have:

• "l'womonthlyaveragesof barometricpressure,air temperature,relativehumidity,wind
speed,and sunshinedurationmeasuredat about50 meteorologicalstationsduringthe
periods1954to 1959 and 1964 to 1970.

• A monthly average of the mean, minimum, and maximum temperature, rainfall,
sunshineduration,barometricpressure,wind speed,highestwindspeed,and prevail-
ingwinddirectionfor 1971to 1979.

Data Storage:

Ali the data receivedwere printedin paperformat. Eventually,ali of the existinghourlysolar
andweatherdata on Jakarta andBandungwill be storedon diskettes.

The data alreadystoredconsistsof:

• Hourly global solar radiationdata for Jakarta for the years 1972, 1973 (no data for
Januaryto June), 1974, 1975 (no data forAugust),1976, 1984 (no data for April),1985
(no data for Februaryand March), 1986, and 1987.

• Hourlyglobalsolarradiationdata for Bandungfor the years 1977 (no datafor January,
February, July,August),1978 (no data forMarch,August,September),1979, 1980 (no
data for August),1984, 1985, 1986, and 1987.

• Hourlydiffusesolar radiationdata for Bandungfor the years 1985 (no data for August,
November,December),1986, and 1987.

• Hourlyweatherdata for Jakartaconsistingof temperature,relativehumidity,andwind
speed for the years 1972, 1973, 1975 to 1977, and 1984 to November 1988. Only
data onwindspeedfor November1985 was missing.

• Hourly weather data for Bandungconsistingof temperature, relative humidity,and
wind speed for the years 1978 and 1987. The data for 1978 were taken from 7:00
A.M. to 7:00 P.M., andthat for 1987, for 24 hours.

Conc/usions Drawn About the Existing Data:

• Inadequate data made it impossible to produce data for a "typical year," as was
planned.

• Jakarta has the most complete hourly weather and global solar radiation data, but no
diffuse radiation data.

• Only Bandung has both global and diffuse radiation data available for three years or
more, but hourly weather data for 24 hours a day is only available for 1987.

• Very limited weather data and almost no solar radiation data exist for places outside
Jakarta and Bandung.

• In order to run an hourly energy simulation program, a complete one year set of data
on (at least) hourly air temperature, relative humidity or wet bulb temperature, wind
speed and direction, and global and diffuse solar radiation must be available. For Ban-
dung, a complete set of data was available for 1987. To make a complete set of data
for Jakarta, diffuse solar radiation was calculated by correlating global and diffuse radi-
ation for Bandung in 1987.
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Measurement of Solar Radiation and Weather

Solar Radiation and Weather Measuring Instruments:

In February, 1988, a set of solarand weather measuringinstrumentswas acquired (see
Table 5-1 for a listof the equipment).
The VariablesMeasured:

• Diffusesolarradiation(W/m2)

• Globalsolarradiation(W/m2)

• Terrestrialradiation(W/m2)

• Globalilluminance(lux)

• Relativehumidity(%)

• Airtemperature(°C)

• Wind speed (mps)

• Wind direction(degrees)

Althoughterrestrialradiationand global illuminationare not requiredfor the energy simula-
tionprogram,we measuredbothvariablesbecause the instrumentswere alreadyin place andthe •
data maybe usefulfor furtherresearch.
Measurement Procedures:

The instrumentswere preliminarilyset up in Bandungon the roof of an InstitutTeknologi
Bandunglaboratorybuilding (see Attachment1 of [9] for photographsof the installationof the
instruments).

The data initiallycollectedwas reviewed, and the measurementprocedureswere subse-
quentlyreadjustedseveraltimes. The needed adjustmentsconsistedof changingthe measuring
ranges and addingmultipliersettings.

We movedthe instrumentsfromBandungto Jakarta in mid-Octoberof 1988. The measure-
mentneededto betaken inthe middleof an urban area of Jakartawhere no surroundingbuildings
were higher than the measuringsensors. We choose Jalan Asem Baris Raya No. 158, Tebet
Timur, Jakarta, a two-storyhouselocatedin a residentialarea. The instrumentswere set up on
the roof (see photographin Attachment2 of [9]).

The measurementsin Jakarta were taken from mid-Octoberto December 31, 1988. From
January 1, 1989 to March 30, 1989, however, no data were recordedon the tape because we
madethe mistakeof not adjustingthe recordingprogramon December31, 1988. FromMarch31,
1989 on there was notroublewiththe instruments.A wholeyear of data was obtainedby the end
of March,1990 (a sampleof thedata measuredat Jakartacan be seenin Attachment3 of [9]).

SOLAR RADIATION

Solar Radiation Data Analysis

Global solar radiation data for Jakarta and Bandung for the period 1984 to 1987 was
analyzed,eventhoughdata fromthe 1970s was availablefor Jakarta.
Solar Radiation Data for Jakarta:

The hourlyaveragesof globalsolarradiationfor eachyear and for the whole periodof 1984
to 1987 are shownin Figures5-1 and 5-2 respectively.The maximumhourlyaverage for the four
years occurredat 12:00 P.M., but for the years 1986 and 1987, the maximumoccurredbetween
1:00to 2:00 P.M. 1987 had.thehighesthourlyaverage.

The monthlyaverageof global radiationfor the period 1984 to 1987 and the monthlyaver-
age of eachyear duringthatsame periodare shownin Figures5-3 and 5-4, respectively.

The highest monthly average during the four years occurred in September (1600
Joules/cre2),and the lowestin January(300 Joules/m2).Since September is in the dry season
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andJanuary is inthe rainyseason,these results make sense.

Solar Radiation Data for Bandung:

Figures5-5 and 5-6 showthe hourlyaverage of global solar radiationfor Bandungduring
1984 and 1987 andthe hourlyaverage for each year of that same period. The maximumhourly
average for ali four years, as well as the maximumhourlyaverage for each year, occurredat
11:00 A.M. Thus,skyconditionsbefore noonmust be clearerthanthoseinthe afternoon.

The monthlyaverageof global radiationfor the period 1984 to 1987 and the monthlyaver-
age for eachyear ofthat periodare shownin Figure5-7 and 5-8.

The month with the highest average over the four-year period was February (1950
Joules/cre2),whilethe lowestwas June (1600 Joules/cre2). February is stillthe rainy season,but
the sunis muchcloserto Earth thanin June when the sun is at its mostdistantposition. In Ban-
dung,thedifferencebetweenthe rainyanddry seasonsis not alwayssignificant.

A Comparison of Global Solar Radiation Between Jakarta and Bandung:

Both Bandung's hourly average and its monthly average of global radiation were higher than
Jakarta's. The monthly average in Bandung was 1700 Joules/cmz while Jakarta's was 1500
Joules/cm2. The daily average for Bandung was 393 W/m2 and for Jaka_la,347 W/m2.

Weather Data Analysis

Jakarta's weather data from 1984 to 1987 were analyzed, but only Bandung's 1987 data on
temperature,relativehumidity,and wind speedwere used.
Jakarta's Weather:

a o

Air Temperature. Average diurnalovariationwas around 7 to 8 C, as shown in Figure 5-9,
with an hourly average maximum of 32 C and an average minimum of 24°C. The hourly max-
imum temperature occurred around 2:00 P.M., and the hourly minimumtemperature around 6:00
AM.

Figure 5-10 shows that the average maximum temperature in May through October was
slightlyhigher than the average maximum temperature, and that the maximum temperature in
December to March slightlylowerthan the average maximum temperature. The monthlyvariationo

was around2 C. The seasons influencedthe maximum air temperatures; May through October
is the dry season,and Decemberthrough April is the rainy season.

lt is interestingto note that during the four years there was a trendtowards increasingtem-
peratures.

Relative Humidity. Figure 5-11 shows that average diurnal variationwas around 35%, with
the hourly averagemaximum between85% to 90%, and the average minimum between 60% and
65%. The monthlyaverage relativehumiditywas between 68% and 87%. Higher relative humi-
dity occurred duringthe rainj season, while lower relative humidity occurred during the dry sea-
son (see Figure 5-12).

There was also a trendtowardsdecreasingrelativehumidityover the four years.

Wind Speed. "Theaverage dailywind profile can be seen in Figure 5-13. The wind speed
gradually increased before noon, with the maximum occurring in the afternoon around 12:00 to
3:00 P.M. Then, the winclgradually decreased until it reached its minimum sometime between
2:00 and 6:00 A.M. The maximumhourly average was around 7 to 8 knots, and the minimum was
lessthen 1 knot.

The monthlyaverage for a year was around 3 knots. Very little month-to-monthvariation
occurredduring the four years. (See Figure 5-14).

Bandung Weather:
o

Air Temperature. Average diurnal variation in 1987 was around 8 C, as shown in Figure 5-
15, with the hourly average maximum temperature of 28 C occurring at around 2:00 P.M, and the
hourly average minimum of 20 C occurring around 6:00 A.M.
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The average maximum temperatures in August (29°oC),October (30°C), and November
(29°C) were higher than theoYearly average maximum (28 C), while the average minimums in
January (26 C), February (27 C), and April (27 C) were lower (see Figure 5-16). The higher max-
imum temperature occurred during the dry season, and the lower during the rainy season.

Relative Humidity. The hourly average maximum was around 90%, and the minimum was
around 60%, so there was a 30% diurnal variation. The maximum monthly average relative humi-
dity (84%) occurred in December (the rainy season), and the minimum (66%) occurred in August
(the dry season) (see Figures 5-17 and 5-18).

Wind Speed. Figure 5-19 shows the average daily wind profile. From 7:00 A.M. to 3:00
P.M., the wind speed gradually' increased to its maximum (9 knots), and then gradually decreased
to its minimum (3 knots) sometime between 11:00 P.M. and 7:00 A.M.

The average monthly maximum was 8 knots (January), the minimum was 3.5 knots (June),
and the average was 5 knots (see Figure 5-20).

Correlation of Global and Diffuse Radiation at Bandung

Global and diffuse radiation data were available for Bandung for three years, but no diffuse
radiation data were available for Jakarta, since the measurements were still in progress at the
time the analysis was performed. Based on the assumption that the correlation between global
and diffuse radiation found in Bandung applies throughout Indonesia, diffuse radiation was calcu-
lated for Jakarta. The correlation was derived using global and diffuse solar radiation data for
1987. The method of calculation used can be found in the literature, such as Duffle & Beckman

[10] and Hawlader [11].

First, the hourly extraterrestrial radiation (Io) for Bandung was calculated for the whole year,
generating 4380 data points (12 x 365). The ratio of global radiation to extraterrestrial radiation
(I/I) and the ratio of diffuse radiation to global radiation were then calculated (ld/I), each generat-
ing_4380data points.

The correlation was derived by plotting corresponding I /I and I/I. in a rectangular coordinate
system, with I/I.. as the abscissa and IJI as the ordinate. Tdneplots (_anbe seen in Figures 5-21
and 5-22 (each_coversa six month perioUd).The correlation yields:

Range I • Id/I = 0.7943- 0.1767 I/I° for I/I° < 0.225

Range II ' Id/I = 0.9997- 1.1454 I/I°
for 0.225 < I/I < 0.725

O

Range III • Id/I = 0.1693 for I° > 0.725

The percentages of the data within Ranges I, II and III was 25.89%, 73.18%, and 0.93%,
respectively (see Figure 5-23).

Calculation on Diffuse Radiation In Jakarta for 1987

Calculations were performed to find"

• extraterrestrial radiation (Io) in Jakarta for the whole year;

• the ratio of global solar radiation to extraterrestrial radiation (I/Io) (using global solar
radiation data for Jakarta 1987);

• the ratio of diffuse to global solar radiation (ld/I) (using the correlation already derived
for Bandung); and

• Id (found from the ratio of ld/I).
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PUTTING SOLAR AND WEATHER DATA INTO DOE-2 FORMAT

Ali of the solar and weather data will eventually be formatted to suit the DOE-2 building energy
simulation program. In this case, the modified TRY format is being used. Jakarta 1987 data on
global and calculated diffuse radiation, air temperature, relative humidity, and wind speed have
been coded into this format. Bandung's 1987 data has also been put into the modified TRY format.

The Jakarta data for 1987 has been processed and the following results presented below:

• A summary of Jakarta's 1987 monthly data (see Table 5-2).

• A summary of measured solar data (Table 5-3a- f), which includes:

- Insolation on surfaces of various orientations (kWh/m2).

- Power insolation on surfaces with varying orientations (W/m2).
Power was determined for:

- Ali hours of daylight
- between 8:00 A.M. and 6:00 P.M.

- between 9:00 A.M. and 5:00 P.M.

- between 8:00 A.M. and 5:00 P.M.

- between 9:00 A.M. and 6:00 P.M.

• Solar factorcalculations for Jakarta for 1987 (see Table 5-4).

CONCLUSION

The following parts of the project have been or remain to be completed:
• An overview of the availability of solar and weather data in Indonesia has been

presented. Several years' worth of hourly solar and weather data for Jakarta and Ban-
dung have been filed.

• The 1987 solar and weather data for Jakarta and Bandung have been put into the
modified TRY format, which can be used as input for the DOE-2 building energy simu-
lation program.

• The measurement of solar and weather data in Jakarta is still in progress, and meas-
ured data will be added the database.

• Solar and weather data are not available for other large cities in Indonesia such as
Surabaya, Medan, Ujung Pandang, and Semarang, and measurements should be con-
ducted in these cities.
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Figure 5-9. Hourly Average Air Temperature
for Jakarta by Year, for 1984 to 1987.
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Figure 5-10. Monthly Average Air Temperature
for Jakarta by Year, for 1984 to 1987.
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Figure 5-11. Hourly Average Relative Humidity
for Jakarta by Year, for 1984 to 1987.
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Figure 5-12. Monthly Average Relative Humidity
for Jakarta by Year, for 1984 to 1987.
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Figure 5-14. Monthly Average Wind Speed
for Jakarta by Year, for 1984 to 1987.
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Figure 5-18. Monthly Average Relative Humidity
for Bandung In 1987.
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Figure 5-20. Monthly Average Wind Speed
for Bandung In 1987.
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Figure 5-22. Relationship Between I/Io and ld/i, Bandung,
During the Dry Season (May to Oct.)
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Table 5-1. Solar and Weather Measuring Equipment

No. Name of Instrument Quantity

1. Precision Spectral Pyranometer, Eppley, 2
model PSP, serial number 26473F3 and 26474F3

2. Shadow Band, Eppley, Model SBS 1

3. Precision Infrared Radiometer, Eppley, 1
model PIn, serial number 26877F3

4. Cable for Radiometer 50 feet

5. Illumination probe, Licor model 210 SA 1

6. Sensor base for level mounting, Licor 2
model LI 12003s

7. Thin film humidity sensor, Weathermeasure 5134E 1

8. Sintered filter, Weathermeasure 51140 1

9. Conductor 20 AWG shielded cable, Weathermeasure 1
T 600507

10. Self-aspirating radiation shield, Weathermeasure 8140-A 1

11. Combination windspeed/direction sensor, including 1
100 feet 5 conductor cable, Weathermeasure

12. Tripod tower 10 feet, Weathermeasure 1

13. Vertical mast 1.66 ODX 5 feet with 0.84 in. reducer 1
for 2132, Weathermeasure 85007

14. Campbell 21X Micrologger, serial number 4928 1
LBL/DOE 6033960

15. Cassette Recorder, Campbell RC36 1

16. Recorder interface, Campbell SC92 1

17. Clock SI/O tape reader card for IBM-PC, 1
Campbell, model PC-201, serial number 1953,

including PC-201 software recorder cable,
ribbon cable and relay box

i
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Table 5.4 Solar Factor Calculation for Jarkarta, 1987

Ali Daylight Hours (W/m2)
ASHRAE

Algorithm Total Implied
Orientation Direct Diffuse Total Total % Diff. Transmitted Transmittance

Horizontal 216.1 170.3 386.4
North 57.7 114.1 171.8 185.4 7% 129.2 75%
East 33.5 108.6 142.1 161.2 12°1o 111.7 79°1o
South 26.0 104.5 130.5 153.7 15% 97.3 75%
West 167.0 135.0 302.0 294.7 -2% 247.4 82%
NE 34.6 109.7 144.3 162.3 11% 112.3 78%
SW 106.5 121.5 228.0 234.2 3% 180.0 79°/o
SE 20.3 103.7 124.0 148.0 16% 96.6 78%
NW 137.0 129.0 266.0 264.7 -1% 212.7 80%

AVERAGE 188.6 200.5 6% 148.4 78%

Hours 7 am to 6 pm (W/m2)

Horizontal 216.6 169.8 386.4
North 57.8 114.6 172.4 185.2 7% 129.6 75%
East 33.6 109.2 142.8 161.0 11% 112.3 79%
South 25.0 104.8 129.8 152.4 15% 96.9 75%
West 163.3 134.0 297.3 290.7 -2% 243.4 82%
NE 34.7 110.2 144.9 162.1 11% 112.8 78%
SW 103.2 120.8 224.0 230.6 3% 176.5 79°/o
SE 20.3 104.3 127.4 18% 97.1 93%
NW 135.2 128.6 127.4 -1% 210.9 164%

AVERAGE 168.0 179.6 6% 147.4 91%

Hours 8am to 5 pm (W/m2)

Horizontal 258.6 192.5 451.1
North 63.7 137.5 201.2 191.1 -5% 152.2 76%
East 38.9 130.5 169.4 166.3 -2% 133.0 79%
South 25.8 125.1 150.9 153.2 2% 113.2 75%
West 155.4 158.5 313.9 282.8 -11% 254.8 81%
NE 40.9 132.1 173.0 168.3 -3% 134.6 78%
SW 96.4 143.0 239.4 223.8 -7% 187.4 78%
SE 23.2 124.7 147.9 150.6 2% 115.2 78%
NW 132.4 153.2 285.6 259.8 -10% 226.9 79%

AVERAGE 174.1 199.5 13% 164.7 78%
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kble5.4 Solar Factor Calculation for Jarkarta, 1987

Ali Daylight Hours (W/m2)
ASHRAE

Algorithm Total Implied
Orientation Direct Diffuse Total Total % Diff. Transmitted Transmittance

Hours 7 am to 5 pm (W/m2)

Horizontal 233.6 175.1 408.7
North 57.6 125.1 182,7 185.0 1% 138.2 76%
East 36.9 119.5 156.4 164.3 5% 123.0 79%
South 23.6 114.0 137.6 151.0 9% 103.2 75%
West 139.8 143.9 283.7 267.2 -6% 230.3 81%
NE 38.1 120.6 158.7 165.5 4% 123.6 780/0
SW 86.8 130.0 216.8 214.2 -1% 169.6 78%
SE 22.4 114.0 136.4 149.8 9% 106.3 78%
NW 119.2 139.1 258.3 246.6 -5% 205.1 79o/o

;AGE 191.3 193.0 1% 149.9 78o/0

Hours 8 am to 6 pm (W/m2)

Horizontal 237.3 184.9 422.2
North 63.3 124.7 188.0 190.7 1% 141.4 75%
East 35.0 118.1 153.1 162.4 6% 120.2 79% I

South 27.1 113.9 141.0 154.5 9% 105.2 75%=
West 179.6 146.1 325.7 307.0 -6% 266.8 82°1o
NE 36.8 119.5 156.3 164,2 5% 121.7 78%
SW 113.5 131.7 245.2 240.9 -2% 193.1 79°1o
SE 20.9 112.9 133.8 148.3 10% 104.1 78o/0

148.8 140.3 289.1 276.2 -5% 231.0 80%

204.0 205.5 1% 160.4 78%
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CHAPTER 6: ENERGY AND ECONOMIC ANALYSIS

OF ENERGY CONSERVATION IN THAI COMMERCIAL BUILDINGS

J.F. Busch
Energy Analysis Program
Applied Science Division

Lawrence Berkeley Laboratory
Berkeley,California94720 USA

ABSTRACT

Commercialbuildingsconsumeone-quarterof the electricityin hot-and-humidBangkok,yet the
best means for conservingelectricityin this fast-growingsectoris unclear. To investigatethis
issue,we performeda seriesof parametricsimulationsusingthe DOE-2.1D computerprogramon
three commercialbuildingprototypes:an office, a hotel,and a shoppingcenter. These buildings
are based on actual buildingsin Bangkok,Thailand,and benchmarkedto actualelectricitycon-
sumption. We investigateda wide range of energyconservationmeasuresappropriatefor each
buildingtype, from architecturalmeasuresto HVAC equipmentand controlsolutions.Conserva-
tion measuresappliedindividuallyreducetotal electricityconsumptionin the modeledbuildingsin
the range of 5 to 10%, but go as high as 35%. The best measuresappliedin combinationcan
generate savingsof 50%. Savings in peak power and energygenerallyfollowedone another.
Thermal coolstorageand cogeneration,evaluatedfor theirpotentialto reducepeak demandson
the powersector,each lookedfavorableundersome operatingregimes.

INTRODUCTION

In the lastfewyears, Thailand has witnesseda boom in both generaleconomicgrowthand com-
mercialbuildingconstructioninThailand. Accompanyingthesetwo phenomenahas been a com-
mensurategrowth in the demand for electricity. Most of these new buildingsare designedfor a
highlevel of amenity, includingair-conditioning(AC), andthus,are contributingsignificantlyto the
15% annual peakdemand growthfor the country. Designingand retrofittingbuildingsto use less
energyis a way to avoid both highenergybillsfor buildingowners,and strainsof rapidgrowthon
the nation'selectricityinfrastructure. While some energyconservationmeasuresare well under-
stoodbyThai designersandengineers,the extentof the potentialsavings,particularlyinthe Thai
climate,is notalwaysknown. Techniquesappliedelsewherealso may holdconservationpromise
inThailand. Inthispaper,we evaluatenumerousconservationmeasuresand quantifytheirenergy
and economicsavingspotentialin Thai commercialbuildings.We focusprimarilyon commercial
buildingsthat utilize some form of centralizedair-conditioningsystem, because of the trends in
constructionof buildingsof this type. However, some of the issuesraised are also relevantto
olderandnaturallyventilatedbuildings.

METHODOLOGY

Our general approachwas to developtypical buildingprototypesdrawnfrom actualdata andfield
experience,and to simulatethe energyimpact of modificationsto the base buildingsusingactual
weatherdata and a computersimulationprogram. The simulationapproachwas chosenover an
approachusingstatisticalanalysisof measureddata, for instance,because a simulationprogram
facilitatesthe explorationof many conservationmeasures,individuallyor in combination,particu-
larlyones thathave not been triedbeforeinThailand. Below,we describethe detailsof the build-
ing prototypes,weather data, and simulationmodel. Followingthat, we describeseveral indices
used in evaluatingthe economicperformanceof conservationmeasures.

Building Prototype==

We choseto model offices,hotels,and retailbuildingson the basis of a surveyof installed
air-conditioningover 100 tons* because these data includevirtuallyali buildingswith centralair-

* Except for movie theaters outside of Bangkok where buildings with 50 tons and above were included.
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conditioningsystemswith which this paper is solelyconcerned[1]. Table 6-1 showsthe break-
downof AC type andchillercoolingcapacity(expressedintonsof cooling)bycommercialbuilding
type in Bangkokand the whole kingdomas of 1986. Water-cooledwater chillers(WCWC) make
up 87% of ali central AC capacity, followed by direct-expansion(DX) unitswith 10%, and air-
cooled water chillers (ACWC) with 3%. In the countryas a whole, 32% of the AC tonnage is
found in offices,28% in hotels,and 21% in shoppingcenters,departmentstores,andother retail
outlets (from here on referred to simply as retail buildings). Movie theaters, hospitals,and
academicbuildingsrepresent10%, 5%, and 3% of nationalcentralAC tonnage,respectively.The
total shareof AC tonnagein offices,hotels,and retailbuildingsfor the wholecountry is 82% with
70% found in Bangkok. Thus, understandinghow Thai offices, hotels, and retail buildings
operate,and whichconservationmeasuresare effectivein each of them,willgive a goodindica-
tionof theconservationpotentialavailableinthe Thai commercialsectoras a whole.

The followingbuildingprototypesare ali based on models of actual buildings,first bench-
markedto within10% of actualutilitybills,andthenmodifiedto reflecttypicalcurrentconstru,ction
practice. This point is important. Startingwith real buildingshas advantagesanddisadvantages.
The advantage is that the model descriptioncontainsrich detail abouta building'sconstruction,
geometry,configuration,and use. T_e disadvantageis that every buildingis anomalousin some
respect, and in the absence of a detailed database on typical buildingscharacteristics,these
anomaliescan go unrecognized. Nonetheless,even withthese caveats, the use of real building
prototypesis frequentlyused, mostnotablyby theAmericanSocietyof Heating,Refrigeration,and
Air-ConditioningEngineers(ASHRAE) indevelopingtheir recommendedbuildingstandards.

Detailedinformationwas obtainedaboutthe prototypeprecursorsfromnumeroussite visits,
constructionblueprints,and interviewswithdesigners,buildingengineers,andotherbuildingstaff.
Energycostswere estimatedusingthe currenttariffstructurein the LargeBusinesscategory of
1.23 Baht/kWh (U.S.$ .05/kWh) for energy and 229 Baht/kW (U.S.$ 9.16/kW) for monthlypeak
demand.

Office:

A large bankin Bangkokserved as themodelbuildinguponwhichthe prototypicalofficewas
designed. Schedules, intensityof use, and air-conditioningsystem configurationwere retained
fromthe bank building,while size,shape,and facade were adjustedto reflectthe normalpractice.
Table 6-2 listsa summaryof the keycharacteristicsof theprototypicaloffice.

Data were compiledfrom numeroussourcesof existingcommercialbuildingcharacteristics
and energyuse in Thailand. Figure6-1 shows the distributionof annual electricityconsumption
normalizedby conditionedfloorarea for sixofficesin the database,withthe officeprototypefitted
into the distribution.The first bar on Figure 6-2 shows the end-use energybreakdownfor the
officeprototype. Coolingand HVAC (fans and pumps) use 40%, lights30%, officeequipment
20%, and elevators10% of the totalenergy.
Hotel:

Key characteristicsof the Thai hotel prototypeare listed in Table 6-3. A modernhotel in
Bangkok,builtoriginallyby a major internationalchain,was the actual buildinguponwhich the
prototypewas based. Guestroomconfigurationsand use, construction,and air-conditioningsys-
tem were retained from the actual building.The shape of the plan and facade of the prototype
were simplified, while the compositionof the public spaces (e.g., lobby, restaurants,meeting
rooms,offices,and shops)and the patternsandintensityof use were basedon detailedauditsof
similarhotels in Manila, the Philippines.The hotelprototypeis shownin Figure6-3 in a distribu-
tion of 14 actual Thai hotelsfor electricityintensity. The breakdownof energyend-usesfor the
hotelprototype are shownin the middlebar of Figure 6-2. Coolingand HVAC consume60% of
theelectricity,lights25%, elevators10%, andmiscellaneousequipment5%.
Retail:

The Thai retail prototype building,whose characteristicsare reproducedin Table 6-4, is
basedon a multi-tenantshoppingcenter in Bangkok. Few of the characteristicswerealtered from
the originalbuilding. The actual annual energyconsumptionfor three buildings,alongwith that
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simulated for the retail buildingprototype,are shownin Figure6-4. The energyend-u.eebreak-
down for the retailprototypebuilding,shownin the lastbar of Figure6-2, revealslightingas the
majorcategoryat roughly55% of the total electricitybill,followedbycoolingand HVAC at 40%,
andthe remaining5% sharedbetweenescalatorsand miscellaneoususes.

Weather Data

Hourlyweather data from Bangkokfor 1985 were used inthe analysis. The weatherdata
include temperature, humidity,wind speed, and solardata. Figure 6-5 shows averagemonthly
solarand temperaturedata. Ali weatherdata, exceptthe solardata,were gatheredwithinBang-
kok proper by the MeteorologicalDepartmentof the Thai government. Hourly total and diffuse
horizontalsolar radiationdata were collectedon locationbythe Departmentof EnergyandMateri-
als of King Mongkut'sInstituteof Technologyin Thonburi(withinmetropolitanBangkok). Com-
pared to 30-year normals [2], the mean monthly,mean daily maximum, and minimumdry-bulb
temperaturesin 1985 are ali within.5 °C of long-termdata. Mean monthlyrelativehumidities(RH)
for 1985 are within5 RH percentof the 30-year normals,but are generallylower. There wereno
long-termsolardata availablefor comparisonwith1985.

Temperatures vary withina limited range throughoutthe year, with the average dry-bulb
temperaturerangingfrom 25.5 °C in December to 29.7 °C in April. Similarly,the averagetotal
horizontalsolar radiationintensityvaries only from 324 W/m2 in Octoberto 406 W/m2 in March.
The directhorizontalcomponentof solarradiation,on theotherhand,varys over a relativelywide
range,beingthree times lowerin June duringthe monsoonseasonthan duringthe dry seasonin
December. Overall,the directhorizonta/solar radiationis 56% of totalhorizontal,whiledirectnor-
ma/is 80% of totalhorizontal.

Simulation Model

We used the DOE-2.1D buildingenergy programto simulatethe responseof the building
prototypesto the Thai weatherand to changesin the buildings'configurationandoperation. The
DOE-2.1D programis widelyrecognizedas state-of-the-artforthispurpose. The programsolves,
on an hour-by-hourbasis,the mathematicalrelationsgoverningthe thermodynamicbehaviorof a
building, lt does this in sequentialstepsthroughfour modules:LOADS, SYSTEMS, PLANT, and
ECONOMICS. The LOADS module is based on user input describingthe buildingsurfaces,
enclosedspaces, internalusage,andschedules.In it, the instantaneousheatingandcoolingloads
are calculatedand then modifiedto incorporatedynamiceffectsof thermalmass throughthe use
of weightingfactors. The SYSTEMS module calculatesthe heat extraction/additionof the coils
from a large menuof systemtypes and operationparameters. Fuel requirementsto operatethe
primaryheatingandcoolingequipmentand pumpsare determinedinPLANT. The ECONOMICS
modulecalculatesthe energycosts of operatingthe building,withthe capabilityof handlingcom-
plex tariff structures. A good descriptionof the program can be found in BESG [3]; for more
detailedinformationon usingthe programanddescriptionsof the algorithms,referto thefullset of
manuals[4].

Economic Indices

Building operators are often more concernedabout saving money than saving energy.
Energycost savingsneedto be comparedto the extra costs incurredto achievethe savings. In
the analysis that follows,we employseveral indlces of economicperformance. Simplepayback
time is the most universalcost-effectivenessindicator, lt is calculatedas the ratioof the incre-
mentalcost of theconservationandthe annualenergycostsavings.

IncrementalCost
SimplePaybackTime - (Eq.6-1)

AnnualCost Savings

We also utilizethe costof conservedenergy(CCE), an indicatorwhose chiefvirtueis that it
canbe directlycomparedtothe energypricesoneexpectsto face.
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Cost of ConservedEnergy-- IncrementalCostx CapitalRecoveryFactor (Eq.6-2)
AnnualEnergySavings

The capital recovery factor in Equation6-2 converts the initial investment in energy saving
featuresintoan annual paymentusinga discountrate (d) andconservationfeature lifetime(n).

d
Capital RecoveryFactor- (Eq.6-3)

1 -(1 +d) -n

A relatedindicatoris the Cost of Avoided Peak Power. This is the quotientof first invest-
ment cost and the annual peak demand savings of the building,regardlessof when the peak
occurs.

Incremental Cost

Cost of AvoidedPeak Power - Peak Savings (Eq.6-4)

Because conservationinvestmentsare often evaluated in the contextof other investment
opportunities,it can be helpfulto calculatethe internalrate of return(IRR). This is the discount
ratethat resultsin the conservationinvestmentreapinga net presentvalue of zero.

=-nAnnualCostSavings
IncrementalCost - _..

i-1 (1 + d)t (Eq.6-5)

SolvingEquation6-5 forthe internalrateof returnrequiresiteratingoverdifferentdiscountrates.

RESULTS AND DISCUSSION

In this studywe employthe parametrictechniqueof buildingenergyanalysis. By varyingeach
parameterone at a time, we can observeitscontributionin the overallenergyperformanceof the
building. The disadvantageof this approach is that we are unable to accountfor interactions
between parametersthat either dampenor accentuatethe effectof varying each independently.
Therefore,we developeda fewcases whichcombine conservationmeasurestogetherto illustrate
the tradeoffsin an interactivecontext. The primary basisof comparisonused in thisstudy is the
percentageannual electricitysavingsovereach prototype'sbase case. The reader can assume
that the peak power and operating cost savings are comparable(in percentageterms) to the
energysavings unlessotherwisenoted. In selectedcases, we analyzethe cost-effectivenessof
conservationmeasures. The remainderof thissectionis sub-dividedintofour:architectural,sys-
tem control,systemequipmentenergyconservationmeasures,followedbytwo illustrativeconser-
vationcases (high-efficiencyand buildingenergystandard).

Architectural Measures

Architecturalmeasuresare thosethatrelate to the buildingas a whole,to the envelope,or to
its interiordesign and use. Measures relatingto systemsthat maintaincontrolover the indoor
thermalenvironmentwillbe dealtwithinlatersections.

Orientation:

Buildingorientationhas an effectonenergyuse mainlythroughthe magnitudeand timingof
solarradiationgains. If the buildingis squareor highlyshaded,orientationis irrelevant. However,
if the buildinghas an aspect ratioof greaterthan 1:1 andif it is notshaded fromdirectbeamsolar
radiationwhen the sunis lowin the sky inearly morningandlate afternoon,orientationdoes have
an effect. With the retailand hotelbuildingprototypes,bothof whichhave aspect ratiosgreater
than 1:1, the energy savingsfrom orientingthe long axis of the buildingseast-west insteadof
north-southare .7 and 1.1%, respectively. For these buildings,the peak powersavings exceed
the energysavings,up to 1.4% and 1.7%, respectively. While the officebuildingis square,oneof
the perimeterzones is unconditioned(as isoftenfoundinThai offices),so we lookedatthe impact
of orientationof the unconditionedzone. In the base case, this zone faces south. Figure 6-6
showsthe effect of rotatingthe buildingaroundto face the unconditionedzone in differentcom-
pass directions, lt is most advantageousto face the unconditionedzone west, and least
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advantageousto face it north. The effecton total energyconsumptionis smallin bothcases, on
the orderof 1% of total energy. However,becauseof the role afternoonsolargainsplay in build-
ing peak power loads,orientingthe unconditionedzone towardsthe west savesover 2% of peak
power.
/nfi/tration:

The qualityof buildingconstructioncan effect the amount of unintendedoutside air that
entersthe building. Infiltrationoccursin commercialbuildingsprincipallywhenthe buildingis not
pressurizedby the fans. Ali of the buildingprototypesassumed one air-changeper hour (ach)
infiltrationrate. Figure6-7 showsthe impactof varyingthe infiltrationfrom .2 to 3 ach. Hoteland
retailbuildingsshow p_sitiveenergysavingsfrom reducinginfiltrationwhile the officedoes not.
This is becauseinfiltrationoccursduringthe daytimein unoccupiedhotelguestroomsandpriorto
shopsopeninginmid-morning,whereasdaytimeinfiltrationinthe officeoccursonly on weekends.
The benefitof reducingthe infiltrationbelowone _ch is minimal,butthe penaltyfor allowingit to
rise substantiallyabove that is high: energy use increases5% to 7% and is accompaniedby
equallyhigh penaltiesin peak demand and equipmentsizing, lt is also possiblethat these esti-
matesof the implicationsfrom increasedinfiltrationare understated:this is becauseDOE-2 does
not model moistureabsorbinginto,and later evaporatingfrom, buildingmaterialsand furnishings.
Given the high humidity conditionsthat exist in Bangkok,in an actual situationhigher energy
expenditurescouldresultfromthese higherlatentcoolingloads.

Opaque Wa//s and Roofs:

The effectsof thermalmass inofficesand retailbuildingsare shownin Figure6-8. This plot
differsfrom the othersinthis studyinthatthe savingsrelate to the parametricrun withthe lowest
mass ratherthan to the base case. Officewalls exhibitthe largesteffectfrom increasingthe ther-
mal mass, with savingsof 2.5% of total energy over the wall mass range of 100 to 500 kg/m2.
Hotel walls show only a 1% effectand the officeroof effect is negligible,primarilybecauseit is
sucha small percentageof the overallenvelopearea ina 12-storybuilding.

Insulatingthe walls to lowerthe thermalconductivitysaves 3.5% of total energy in hotels,
but shows a marginal impactwith offices(see Figure 6-9). This is probablydue to the 24-hour
operationof the hotelandthe systemsthat regulatethe heat gainswhereasinthe officebuilding,
some of the heat gains are delayed by the thermalmass and dissipateovernight. Roof thermal
conductivityhas little impact on energy use for these same reasons, lt can, however, have an
impacton localcomfortif not properlyaccountedfor inthe air-conditioningsystemdesign.

Light-coloredwalls absorblesssolarradiationthan dark-coloredwalls,resultingin lowersur-
face temperaturesand hence lowerconductionheat gains. Figure6-10 plotsthe percentof total
energy savings over the solar absorptancerange of .1 to .9. Even thoughthe office has the
smallerproportionof opaque wall to grosswall area, it has a greaterresponseto changingsolar
absorptance.Again,the hoursof buildingoperationare the likelyexplanation.
Windows:

Highsolar intensityin Thailand resultsin the potentialfor highradiationheat gainsthrough
buildingwindow apertures. Conductionheat gains also occur throughthe typicallysingle-pane
windowconstruction.Therefore,any effectiveenergyconservationdesignstrategyincludesprovi-
sions for handlingheat gainsthroughwindows. A primaryissue is the amountof glazedarea ina
building. Figure 6-11 comparesthe energy savingsversus window-to-wallratio (WWR) for the
three building prototypes. Note that the shading coefficient (SC) of the glass influencesthe
amountof solarenergypenetration,whichinturn differsin each case. The shadingcoefficientis
defined as the ratioof solar heat gain througha windowto the solargain througha reference
glass. The office, which has the lowestshadingcoefficient(SC=.34), nonethelessdisplaysthe
greatest impact of varying WWR, ranging± 6% energy savings over .1 to .9 WWR. This is
significantbecauseof the currentpopularityof glass curtain-wallconstructionfor offices in Bang-
kok. The office is more susceptiblethan the hotel or retail buildingsto SC as weil, as shownin
Figure6-12. This latterplotshowsthat evenwitha modestWWR of .5, choosinga glazingwitha
high SC for an officebuildingwill be costlyin operatingexpenses. Hotelsand retailbuildingsby
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virtue of typicallylowerWWR and differentoperatingschedulesare not impactedas mucheither
in relative or absoluteen6_g7savingsterms.

Shading:

Besidesattenuatingsolargainsby selectingglasswitha higherSC, shadingdevicescan be
attachedto windowsystems. These shadingdevicesmay be either externalor internal. External
shadingdevicesare in fact partof the vernaculardesign, andoften are a majoraestheticexpres-
sion of a building,taking on complexshapes,geometries,or colors. But typically,externalshades
take the form of horizontaloverhangs and/or vertical fins. In the prototypicalofficebuilding,
already "shaded"with .34 SC glass,large fins andoverhang_can provideupto an additional5%
energy savings,as shownin Figure6-13. In this plot,the shade dimensionis givenin percentof
the windowheightfor overhangsand in percer,;,of windowwidthfor fins. The plotalsoshowsthat
little energy savingsbenefit is derivedfrom sizingfins largerthan 10% of the windowwidth, and
averages about 1% overall. Specific orientationscouldpotentiallyb_nefit more from larger fin
depths but this effect is not explored here. Overhangsor fins were simulatedon the hoteland
retail buildings. At a depth of 100% of the windowheight,overhangsshow roughly2% energy
savingsfor bothbuildingtypes as shownin Figure6-14. Fins show about .5% savingsover the
range of fin depths.

Internal shadingdeviceswere also simulated. The three buildingprototypesali assumed
that venetian blindswere presentand that occupantsclosedthem when incidentsolarradiation
exceeded a threshold intensity (126 W/m2), thereby reducing solar gains by 25%. The results
showthat less than 1% savingsaccruewhen shadesaretriggeredbyhalf thesolar intensityof the
base case. Conversely, little is lost by not using them at all. Occupantsmay want to pull the
blindsfor otherreasons,suchas tc reduceglareor enhanceprivacy.

Lighting and Internal Process Loads:

Lightingls a significanteqd-usein commercialbuildingsfor two reasons: 1) it usesenergy
directly to provide light; and 2) it generates waste heat that must be removed by the air-
conditioningsystem. Interna_processloads are thosefromany devicethat usesenergyandgen-
erates heat, includingappliancessuchas refrigeratorsin guestroomsor photo-copyingmachines,
computers,and electric typewritersin offices. Particularlyas officesenvironmentsbecome more
automated, internalprocess loads will rise, creatingthe impactsshownin Figure6-15. Different
schedules of usage explainthe differentenergysavingsseen between lightingand equipmentin
offices. Cuttingthe lighting power density by half y_eldsa total energy savingsof roughly18%.
Many optionsexist for installinglightingsystemsthat use less than 10 W/m2, whilestillmaintain-
ing adequate luminance levels [5], [6]. Althoughthereis currentlyno apparentmarketfor energy-
efficientmooelsof office equipment,it is includedin ouranalysissimplyto illustratethe magnitude
of the impactof automatingoffices. Figure6-16 depictshowmuchtotal energyissaved by imple-
mentinglightingpower density reductionsin hoteland retail buildings.The diversityof lightingin
each of these buildingsdictates that lightingpower reductionsthroughany means be considered
in terms of a floor-weightedaverage. The savings for the retail buildingare nothingshort of
dramatic; total energy savings equal three-quartersof the percentage reductionin lighting. For
instance,a 20% reductionin lightingresultsin a total 15% energy savings. Hotel savingsfrom
lightingefficiencyimprovementsare comparabletothosefor offices.

Daylighting:

The use of natural light to augment or replace electric light in offices has the potential to real-
ize some the savings discussed above, in fact, most buildings admit natural light already. Day-
lighting technology consists of controls for the electric lighting to reduce their energy consumption
when natural lighting is sufficient. To fully realize the benefits of daylighting, however, the building
ideally is designedto exploit the natural light resourcethroughproperfenestrationdesign,intedor
design and layout of spaces, and through advantageous placement and wiring of overhead elec-
tric lighting, lt is beyond the scope of this study to discuss techniques for o_signing a daylit build-
ing. We will instead concern ourselves with potential savings in Thai offices.
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There are two basictypesof daylightcontrolsystems:steppedandcontinuouscontrol.Both
are actuatedbya luminancesensorthat iscalibratedto maintainthe lightlevelsat deskheight(75
cre), 3 metersL. ck from the window,at 500 lumens. Only perimeterzones (witha depth of 6
meters) are equipped with daylighting controls; the core zone retains the base lighting
configuration.The energysavingsfromsteppedcontrolsas a functionof the numberof steps is
shownin Figure 6-17. Simple on/offcontrols(i.e., one-step) achieveonly 3% energy savingsin
the office prototype. In additionto showingonlymodest savings,on/offcontrolscan be distracting
or even irritatingto buildingoccupantswhen they switchbetween beingon and off. Three steps
or greateryield muchhighersavings:up to 9%. Continuousdimmingcontrolsare a more refined
version of the stepped controls, providingmore visual comfortto buildingo3cupantsthrough
smoothtransitionsbetweenali electriclightand alinaturallightregimes.The energysavingsfrom
daylightutilizationwithcontinuousdimmingdevicesis depictedin Figl,re 6-18. Dependingon the
manufacture, these devicescan consumedifferentamountsof powei'even when the lightsare
fullydimmed: the plottedcurveshowsthe totalenergysavingsfrom continuousdimmingdevices
that consumefrom0 to 50% of full lightingpower.

The opticalandthermal propertiesof windowglass are alsoimportantfor daylighting.The
idealglazing materialis one that selectivelyrepelsali but the visibleportionof the solarradiation
spectrum. No such productyet exists, but there are commerciallyavailableglasses with low-
emittancecoatings that do admit proportionallymore visible than thermal gains. To explicitly
accountfor the tradeoffbetween heat and lightgainsthroughglass with differentproperties,we
plot the savings potentialvs. the ratio of the shadingcoefficientand the visibletransmittance
(calledKe)in Figur6s6-19 and 6-20. Figure6-19 showsresultsusinga shadingcoefficientof .34
(base case) whereas Figure 6-20 uses a SC of .70. The family of curves in each figure
correspondto differentoverhangdepths. Note thatthese data reflectthe use of continuousdim-
ming controlswith30% minimumpowerdraw. Energysavingsare twiceas highwitha Keof 1.3
as with a Keof .3. Overhangsincreasethe savingsa few percentwithSC=.34 glass. However,
as can be seen in Figure6-20 with less tintedglass (e.g., SC=.70), overhangsmake a significant
differencein the energysavingsfromdaylighting.Maximumsavingsrangefrom lessthan 6% to
almost 12% dependingon the depthof the overhang, lt is clearthat evenwitha highratioof visi-
ble lightto heat gain (e.g., 1.3), the heat gainsassociatedwithunshadedrelativelyhighSC glass
(e.g., .70) erode the daylightingsavingssignificantly.Good daylightingdesign in Thailand must
includeprovisionsfor reducingthe solarheat gainsthroughthewindows.

Summary:

Figures 6-21 through 6-23 summarize the savings potential for individual architectural con-
servation measures applied over each measure's parameter range expressed in earlier figures for
offices, hotels, and retail buildings, respectively, lt is immediately apparent which architectural
measures have the greatest influence over energy use in the building prototypes. The reader
should refer to earlier discussion and related figures for information on the parameter end points
and a more complete depiction of the relationship between the measures and energy savings.

Air-Conditioning System Control Measures

Zone Air Temperature:

Few measures affect energy use in a commercial building as much as the setpoint tempera-
ture of the conditioned space. Figure 6-24 illustrates this point over the range of 20 to 30 °C for
the three building prototypes. This temperature range was chosen to reflect observed values at
the low end [7] and a thermally acceptable temperature level as determined through a field survey
of thermal comfort in Thai offices [8] at the high end. The hotel is rlost sensitive to changes in the
thermostat setting, ranoing from more than -40% to 20% total energy savings. This is almost cer-
tainly due to the constant (as opposed to intermittent) operation, and also because guestrooms,
unoccupied and uncooled during parts of the day, require larger systems to cool down the accu-
mulated heat gains when guests return and turn on the fan coil units in their rooms. The resulting
equipment oversizing means that it operates at most other times in a less efficient manner.
Offices are nearly as sensitive as hotels, going from -20% to 15% savings, lt is interesting to note
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that while the peak demandsavingslag behindenergysavingsfor the hotelsandretailbuildings,
in officesit isthe opposite_peak demandis conservedup to 1% more thanenergyconserved at
a zone air temperaturesettingof 30 °C.

Certainlya factor in explainingthe largenegativesavingsshownat the lowend of the tem-
peraturescale is thatfan sizes are hugelyincreasedto meetthe peak coolingloads(by a factor of
5 in the officeand 10 in the hotel). Given that the air-systemoperatesat constantvolume, the
fans continuouslypushthat muchmore air at alitimes. A more conservativescenariowouldhave
the supply-airtemperaturereducedalongwiththe setpointtemperatures,to take advantageof the
betterchillerpart-loadperformancecharacteristics.We take a closerlook at supply-airtempera-
ture next.

Supp/y-Air Temperature:

The supply-air temperature is an interestingparameter because it embodies important
trade-offs. Firstof all, fans are generallysizedto meet peak coolingloadsbasedon a particular
supply-airtemperature. Lowersupply-airtemperaturesrequireless air-flow(and therefore lower
fan capacity)to meet cooling loads, but demand more capacity (and energy)from the chillers.
The converse is true of higher supply-airtemperatures. Thus, supply-airtemperatureaffects
whether more AC energy is expendedby fans or chillers. The optimalsupply-airtemperature
dependsonthe relativeefficienciesbetweenthem [5]. The supply-airtemperaturealsoaffectsthe
amountof latentcoolingthat occurs. In Thailand,withitshighhumiditylevels,thatis an important
considerationfor humancomfortand health,andthe preservationof documentsand fabrics.

Figure 6-25 showsthe energy savingsas a functionof supply-airtemperature. Eachof the
buildingswith their respectivesystems behave differently. The officebuildingachievesenergy
savingsup to 2% at low supply-airtemperatures,whereasat the same 8 °C, the hotelconsumes
6% more energythan the base case. This contrastcan be explainedas follows:the office air-
distributionsystem,with lowstaticpressurebut alsolow-efficiencyfans, is apparentlyless efficient
to operatethan the chiller,hence the energysavings. The hotel, onthe otherhand, has mostof
its fan capacity in fan coil units,which also are inefficient,but which operate at such low static
pressure, that little offsetting savings occur through reduced operation as compared to the
increasedchillerusage. The resultis that only negativesavingsare achievedfor the hotel. The
retail buildingyields differentresultsaltogether,where the system configurationseems to dom-
inate the result. There, the centralwater chillersystem providesonly 20% of the cooling,while
individual split-systemunits cool the bulk of the building. Overall, roughlycomparableefficiencies
appear to ._xistbetweenthe coolingand air-distributionsides,as seen in Figure6-.25,where sav-
ings are essentiallyzero over the supply-airtemperature range, and the tradeo'ffscancel each
other out. The lesson here is that careful examinationof relative equipmentefficienciesand
system-type is needed to ascertain optimal supply-airtemperature and also that simulationis
probablythe best wayto dothisbecauseof part-loadoperationconsiderations.

Supply-airtemperaturecan be controlledindifferentways. lt can be fixedto a constantlevel
(as assumedfor the three Thai buildingprototypes),or it can respondto the coolingneeds of the
warmest zone, or it can be set by a pre-determinedscheduleaccordingto outside temperature.
Underthe conditionstreated withthese buildings,however,the controltype had littleor no effect
on energyconsumption.
Fan Contro/:

Ali of the base case systemsare constantvolumesystems. We didexplorethe use of vari-
able air volume(VAV) systemsin place of these. VAV systemsdifferfrom oneanothermainly in
how the fan speed is modulated. There are three main technologiesfor doingthis: discharge
dampers, inletvanes, and variablespeed drives. Figure 6-26 showsthe energy savingsover the
respectiveconstantvolumebase caseswhenthe threeThai buildingprototypesemploythese fan
controltechniques. Dischargedampersare the leastdesirable;savingsare in fact negativewhen
the retail buildinguses them. The officesand hotelssave 4% and 2%, respectively. Inlet vanes
are the intermediatefan controltechniqueintermsof energysavings,withofficesand hotelssav-
ing nearly 8%. Variable speed drives save the most; offices conserve 9% and hotels 10%.
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Becauseof the systemconfigurationin the retailbuilding,it does not seem to exploitthe advan-
tages of a VAV system.
Outside Air:

Human healthrequiresthat some fresh air be broughtintothe buildingand mixedwithrecir-
culatedair. This is done for dissipatingodorsand dilutingair-bornecontaminantsfrom furnish-
ings,smoking,cooking,etc. Becauseoutdoorair is generallyhotandhumidin Thailand,there are
energyimplicationsin choosingthe quantityof outdoorair to be broughtin. Figure6-27 plotsthe
energysavingsfor differentamountsof outdoorair intermsof cubicfeet per minute(c/m)per per-
son. The hotelshowsthe mostsubstantialsavings,reaching15% if outdoor air is reducedto 5
cfm/person. The officeand retailbuildingrespondsimilarly,savingup to 5% at the 5 cfm/person
level. For the office,a 5 cfm/per_onventilationlevelextendsto a 7.5% peak powersavings,and
for the retailbuilding,to a 6% savingsin peakpower.

In some climatesit can be advantageousto increasethe amountof outdoorair beyondthe
minimumlevel when temperaturesand humiditiesare belowthoseof the returnair. This is the
so-calledeconomizercycle. The base case designin eachof the buildingprototypesassumeda
fixed outdoorair damper (i.e., no economizercapability). Simulationswere performedwith an
economizer cycle activatedwhen 1) the outdoor temperaturewas below the returnair; and 2)
when the outdoorair enthalpywasbelowreturnair enthalpy. Neithercase generatedanysavings
of any sort with any of the buildingprototypes,and in fact led to negativesavingsin the office
when activatedbytemperature.

Pre-Cooling:

Studieshave shownthat pre-coolingthe buildingpriorto occupancycan reducepeak loads
and the needed air-conditioningsystem capacityat the expenseof increasesin energyuse [9],
[7]. In that sense, it is not an energy conservationtechnique per se, but rather a load-
managementstrategy.We ran the Thai officeprototypeAC systemfor one, two, andthree hours
prior to office hoursto assess the relativeenergy lossesand peak savings. These resultsare
shownin Figure6-28. We lookedat pre-coolingbefore every workingday (ali days exceptSun-
days),and at pre-coolingon Mondaymorningsonly,on the theorythat peak daystendto occuron
Mondaysafter a weekendof heat gainshave gatheredwithinthe buildingthermalmass. The plot
showsthat energypenaltiesrunabout2.5% per extra hourof pre-cooling,whereasthe peak sav-
ingsapproachonly 1% after3 hoursof pre-coolingandare lessfor shorter pre-coolingdurations.
Interestingly,though,there is no differencein the peak savingsbetween pre-coolingali daysand
pre-coolingon Mondaysonly. This confirmsthe hypothesisthat buildingelectricitydemandpeaks
tend to occuron Mondaysin hotclimates. So, itobviouslyit is notefficientto pre-coolthe building
on ali days, and thoughthe savingsare very modest, peak demand can be trimmedslightlyby
pre-coolingon Mondays or on the day after a holiday. However, under the currentutility rate
structurefor largebusinesses,thisstrategydoes not resultinoperatingcost savings.

Night Fans:

Night ventilationof the buildingunder certaincircumstancescan help to reduce daytime
coolingloads, and thereby reduce AC system designcapacity and peak demand. The building
fans are turnedon to circulateoutsideair throughthe interiorspacesunderdifferentcontrolstra-
tegies. This techniqueis not applicableto hotelswhich require24-hourconditioning(exceptwhen
runningthe economizercycle which,as mentionedabove, is unattractive).We choseto look at
the use of fans at nightin the officeprototype. We lookedat controllogicthat turned on the fans
when both the outdoortemperaturewas below a thresholdvalue (29 through31 °C) and the
indoor-outdoortemperaturedifferencewas greaterthan some givenvalues (1 through4 °C). We
also examined simplepre-scheduledfan usage. None of the simulationsrevealed any savings
potentialusingthismeasure. In fact, in mostcasesthe peakdemandsavingswere actuallynega-
tive and 2 to 3 times higheron a percentagebasis than the expected negativeenergysavings.
There is no apparentjustificationfor runningfans at nightin daytime-occupiedThai commercial
buildings.
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Air-Conditioning System Equipment Measures
Chillers:

Within the cooling end-use, which as we have seen comprises from 40 to 60% of the total
energy budget, chillers are the major piece of energy-consuming equipment. Scale economies
exist with chillers. The larger units tend to use the more efficient technology, (i.e., centrifugal chill-
ers coupled with a cooling tower for lowering condenser temperatures). In the smaller sizes (for
commercial applications), one typically sees air-cooled reciprocating chillers with lower
efficiencies. Coefficient of performance (COP) is the usual figure of merit in comparing chiller
efficiencies and is calculated as the ratio of cooling output to electrical input. Energy savings by
COP are shown in Figure 6-29. At a COP of 3.5, we modeled reciprocating chillers, but at higher
COPs we used water-cooled centrifugal chillers. The hotel shows the most promise in the appli-
cation of an efficient chiller, saving 10% with a 5.5 COP unit. The office follows with a savings of
7%, while the retail building shows a 5% savings. Likewise, a large energy cost is associatedwith
using an inefficient chiller on the hotel, losing 12% when dropping the COPfrom 4.0 to 3.5. /kswe
have seen elsewhere, the base case building operation and system configuration have a large
effect on the size of total savings. In the case of the hotel, the day-night operation of the system
means that efficiency improvements in energy-using equipment translate into large savings. For
the retail building, the use of split-system air-conditioning units in the shops limits the benefits
from improvements to the central system serving the circulation zones where more efficient
options exist.
Fans:

Fan equipment is also available in a range of technologies and efficiencies. The types are
airfoil and backward inclined at the high end and forward-curved and vaneaxial fans at the low
end. Scale economies exist in fan technology as weil, with large built-up systems using the more
efficient technologies. Larger, more efficient motors are also more prevalent in the large fan
sizes. One of the tradeoffs involved in the choice of fan size is that a larger fan usually implies a
longer duct run resulting in an increase in the static pressure that, in turn, increases the energy
consumption of the fan. We look at both fan efficiency and static pressure for potential energy
savings in Figure 6-30 and 6-33. Using fans that are 70% efficient (over the base 40%) can save
close to 8% in hotels, 6% in offices, and 2% in retail buildings. Conversely, using 30% efficient
fans can result in 6%, 5%, and 1% energy consumption increases in the hotel, office, and retail
buildings, respectively. The relationship between static pressure and energy savings is plotted in
Figure 6-31. Doubling the static pressure from 2 to 4 inches causes negative energy savings of
17% in the hotel, 15% in the office, and 8% in the retail building. The energy penalty for increases
in static pressure is high.

Because some engineering designers put in large safety factors when sizing equipment, we
looked at how much more energy fans use if they are oversized. This can be especially costly for
a constant volume system because there is no mechanism for reducing flow (and hence energy
consumption) when zone cooling loads are already met. Figure 6-32 displays the fan oversizing
penalties. Oversizing of 10% has a 2% total energy increase in the hotel and office, and 1%
increase in the retail building; fan oversizing of 50% results in 10% and 4%, respectively. Careful
cooling load analysis to avoid the need "to be extra sure" can save energy.

Pumps:

Pumps circulate chilled water around the building to provide a cooling effect to the coils in air
handling units and then back to the chiller. Generally, these pumps are run at constant speed, but
can be outfitted with variable speed drives, thereby saving pumping energy. Although chilled
water pumping energy makes up only a small portion of the total energy expenditure in a building
(i.e.,between .5% and 2.5%), the savings for using variable speed pumps in the hotel were almost
2%, and 1.5% in the office, and less than .5% in the retail building.

Thermal Storage:

Electricity load management is an issue for both building owners who are interested in con-
trolling their demand payments, and utility planners who are trying hard to keep up with demand
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growthand maintainsystem load factor. The air-conditioningsystemcontributessignificantlyto
the buildingpeak demand and is thereforean attractivetarget for load shiftingto a period when
other electricity-usingequipmentis dormant. Thermal cool storage is one techniquefor shifting
the electricalAC load bystoringchilledwater, ice,or someotherphase-changematerial,that can
be usedlater usedto meet partor aliof the coolingload. The economicclimatefor cool storagein
Thailandandthe otherASEAN countrieswas examinedin earlierworkand foundto be attractive
[10]. A generalexplanationof thetechnologycanbe foundinPiette [11]and moredetaileddesign
informationinEPRI [12].

We looked at the use of a chilled-watercool storagesystem in the Thai office prototype
undera few differentcontrolstrategies. The partialstoragestrategyrunsthe chillercontinuously,
to store"coolth"duringunoccupiedhours,andto augmentthe coolingoutputof thestorageduring
occupiedperiods. Fullstorageseeksto supplyali of the coolingfromstorageduringthe building's
occupiedperiodand to runthe chilleronlyduringthe unoccupiedperiodto rechargestorage. The
demand-limitedstrategyis a hybridof the two:the chillerrunsto eitherrechargestorageor meet
cooling load directly until some pre-determined,threshold buildingelectrical load is reached,
whereuponthe chillerswitchesoffandcoolingis providedsolelyby storage.Table 6-5 showsthe
resultsof thermalstoragebystrategy.

One can see the implicationsof operatingstrategyin storage and chiller sizing. Partial
storagerequiresthe smallestcapacityof each becauseneither is usedto meet the whole load.
Full storage,on the otherhand, needsa largestoragetank in order to satisfythe entirecooling
loadduringthe peakcoolingday, and alsoneedsa largechillerto beable to charge the storagein
the remainingoff-hours.The table shows the resultantelectricitypurchasesandsavingsin terms
of energy,demand,andcost, assumingchillercost at UnitedStatesat $ 400/tonand storagecost
at U.S.$ 75/ton-hr.

Demand-limitedstoragesavesthe mostpeakpower,saving37%, while full storageis next,
saving32%, andpartialstoragesaves 18%. Coolingenergypurchasesare the same forali three.
The investmentcost for the storagetank and peripheralsare traded off againstchillercapacity
and operatingcostsavings,expressedas a simplepaybackperiod. Partialstoragehas the shor-
testpaybackat 4.3 years, followedbythe demand-limitedstrategyat 6.3 years,andfullstorageat
9.5 years.

Coolstoragecouldbe used in lieuof new powerplantcapacity. Some electricutilitiesinthe
U.S. haveofferedincentivesto commercialcustomersto investin coolstorage. Fromthe pointof
view of the electricutility, it is importantto know the equivalent capacity cost of thermal cool
storagein orderto be able to compareit with supplyalternatives. Costof avoidedpeak electricity
is shownfor the three coolstoragestrategiesin Table 6-5. In order of increasingU.S.$/kW they
were 302, 580, and 877, for the partial,demand-limited,andfull storagestrategies,respectively.
Note that these figuresindicatenothingabout the operatingenergy or cost savings,only invest-
ment. They ai.sotake no accountof the timingof the buildingpeak load and how muchit coin-
cides withthatof the utility. In thatsense, these figuresare preparedfrom the perspectiveof the
buildingowner who is not concernedwithwhen the demandoccurs,but onlywith how large it is
becauseno time-of-usetariff is in use for Thai businesses. Forthe same reason,the full storage
strategylooksunattractivein comparisonto the others;shoulda time-of-usedemandtariffgo into
effectand shouldthere be a large differentialbetween the on-peak and off-peak rates, then full
storagecouldvery well be more economicthan the others. Currently,however,partialstorageis
the mostsuitablecoolstoragestrategyto pursueinofficesin Thailand.

Analysisof thermalstorageusingthe partialstoragestrategyinhoteland retailbuildingpro-
totypeswas similarlyperformed. Table 6-6 showsthe results. The continuousoperationand pat-
ternof loadsof the hoteldictatethatthe storagebesized modestlybecauseof limiteddailyoppor-
tunitiesfor recharging. Peak demand reductionis accordinglymodest, saving12% of the base
peak load. Nonetheless,cool storageis so cost-effectivein hotelsthatit has a zero paybacktime
and negative cost of avoidedpeak power. That is, the incrementalcost of the storagesystemis
morethan offsetbysavingsin installedchillercapacity.
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Thermalstoragesizing(relativeto the coolingload) andcost-effectivenessinthe retailbuild-
ing prototypeare more similarto the officecase. Simple paybacktime is a shorter3.1 years,
whilethe costof avoidedpeak poweris slightlyhigherat 367 U.S.$/kW.

Cogeneration:

When electricityis generatedin a typical thermal power plant, a large amountof heat is
rejected unusedinto the atmosphere. Advocatesof increasingthe efficiencyof society'suse of
energy have pointedtowardscouplingthe generationof electricitywith some productiveprocess
requiringheat, therebysqueezing more utilityout of the overallenergyconversionprocess. This
coupling,knownas cogeneration,has been appliedprimarilyinindustrialsectorswherelargepro-
cess heat requirementsexist. Commercialbuildingshave interestingpotentialfor cogeneration
applicationsbecause they always have on-siteelectricityneeds,and often have a processheat
load fordomestichotwater (especiallyin hotels)and/orforthermalcoolingequipment.

The Thai officeprototypebuildingwas simulatedusinggas-turbinegeneratorscoupledwith
exhaustheat recovery to a two-stageabsorptionchiller. The gasturbinewasassumedto be24%
efficient in electricityconversionat maximumoutput,and the exhaustheat recovery maximum
was 55%. The absorptionchillerhad a COP of .8. Sincenaturalgas is not currentlysoldto com-
mercialcustomersinThailand,economic calculationsused the pricepaid bythe electricutility,or
U.S.$ 2.4/kJ. Withoutthe electricalchiller,the buildingelectricitydemandfrom alithe otherend-
useswas about500 kW, sowe lookedat generatorsizes less thanand inexcessof the building's
electricaldemand. The cogenerationplantwas tested in several operatingmodes:trackingthe
thermalload,trackingthe electricalload,and runningat maximumoutputthroughout.Anyelectri-
city generated inexcess of the building'sneed was assumedto be soldbackto the electricutility
at the same effective electricity purchase price of the utility in the base case (i.e., U.S.$
.087/kWh). This pricewas chosenfor illustrativepurposesonly,since no suchbuybackprovision
yet exists in Thailand,but it is part of the country'slatest five-year economicplan [13] to develop
such an arrangementto encourageprivatepower productionin the way it has been in the U.S.
underthe PublicUtilitiesRegulatoryPolicyActlegislation.

Table 6-7 showsthe cogenerationresults. The capacity factor relatesthe actualelectricity
productionto that which the generatorcouldtheoreticallyproduceoverthe same period. As one
moves into the larger capacity units, the capacity factors fall under the thermal and electrical
tracking modes. The payback time, calculated by dividingthe net operatingsavings into the
investmentcost of U.S.$1000/kW, generallyfollowsan inverserelationshipto the capacity fac-
tors. Thermaltrackingis the leastattractiveoperatingmodebecauseof the lowpriceof natural
gas in relationto electricity,and because of under-utilizationof the cogenerationsystem. This is
dictated by the structureof thermaland electricalloads in the officebuilding;in a buildingwitha
better match of thermal and processheat demands(likea hotelwithguestand laundrydemand
for hot water, for instance)the thermal trackingstrategy wouldbe more attractive. In terms of
thermodynamicefficiency,however,the thermaltrackingis the best becauseit assuresthat none
of the heat is wasted. Runningthe cogeneratorat full outputhas the shortestpaybacktime (2
years at every capacitysimulated)because of the healthyrevenuescollectedon electricitysales
to the utility. Althoughthe utilitydoes not nowpurchasepowerfrom privatepower producers,this
particularscenarioof cogenerationin an officebuildingshouldbe of particularinterestinThailand
since the eveningperiodwhen the Thai power systemgenerallyexperiencesitsgreatestdemand
is also when ali of the cogenerator'soutput is going back to the utility. When trackingthe
building's electrical load, the 300 kW cogenerationsystemhas a paybackof 3.5 years, increasing
to 6.8 yearswiththe 700 kW system. In the absenceof a buy-backcontractwiththe utility,this is
the best operatingmodeto use.

Cogeneration and Therma/ Storage Combined:

One further configurationusinga hybridof cogenerationandthermalcoolstoragewas simu-
lated. This is interestingbecausecool storagecan help providea steadyprocessheat loadduring
the storage rechargingperiod. We lookedat the same 300 kW cogenerationplantas abovewith
the cool storagesized and operatedin the partialstoragemode. Table 6-8 showsthe resultsfor
this system under the three cogenerationoperatingmodes. Payback times are essentiallythe
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same as the cogeneration-onlyscenariofor bothelectricitytrackingand maximumoutputmodes.
The payback for the thermal trackingmode increasesto 8.1 years, despite the steadier heat
demand. To use the thermaltrackingmode, thisbuildingwouldneed to use a smallergenerator
whosewaste heat capabilitymore closelymatchedthe buildingthermalneeds.

Non-E/ectric Cooling:

Anotherstrategyfor reducingpeak electricdemandsis to utilizethermalcoolingtechnology
that runs on fuels other than electricity,or even waste heat [14], [15]. We examined chillers
operatingon the absorptioncycleand engine-driven,vaporcompressionchillers,bothpoweredby
naturalgas. Usingequipmentefficiencyassumptionsand installedcostdata foundin Ogden[14],
the above gas coolingsystemswere simulatedin the three buildingprototypes,andtheirenergy
and economicperformanceassessed. The economiccalculationsused naturalgas pricespaidby
the electricutility and assumedthe incrementalcostsabovethose for a conventionalchilleronly
(i.e., for new installationsand not for replacementof existing equipment). The results are
presentedin Table 6-9.

Due to higherefficiency,the enginechillerout-performedthe absorptionchiller;yet both had
payback times under 3 years. Non-electriccooling was most advantageousin retail buildings,
then hotels,and finally offices. >Froman avoidedpeak power perspective,the enginechillerwas
slightlysuperiorto the absorptionchiller,rangingaroundU.S.$ 300/kW.

Summary:

Figures 6-33 through 6-35 summarize the savings potential for individual air-conditioning
control and equipment conservation measures applied over each measure's parameter range
expressed in earlier figures for offices, hotels, and retail buildings, respectively. Thermal storage,
cogeneration, and thermal cooling technologies are not shown in the figures because the factors
that make them cost-effective are not strictly related to energy savings, but more towards
electricity/alternate fuel price, and energy/demand charge differentials.

High Efficiency

To illustratethe potentialsavings throughthe use of multipleconservationmeasures, we
have combinedthe mostpromisingmeasures (as revealedabove) intohigh-efficiencycases for
the office, hotel, and retailbuildingprototypes. Any interactionsbetween measuresare embed-
dedin the performanceofthese cases makingthemmorerealisticthan simpleadditionofthe sav-
ingsfromindividualmeasures.

We evaluated individualmeasures for inclusionin the high-efficiencycases, not only for
high-efficiencygains, but also for cost-effectiveness.The high-efficiencycases were not strictly
optimizedfor economic performance;instead,measureswere chosenfor maximumenergyper-
formanceand screenedfor cost-effectiveness.In fact, only a few measureswere screenedout in
thisway.

Our economicanalysesobtainedenergy,power,andoperatingcost savingsvaluesas com-
paredto the base cases, and onthe basisof incrementalcostsofthe conservationmeasures,cal-
culatedseveral indicesof economicperformance:costof conservedenergy,simplepaybacktime,
and internalrate of return. Costs of conservationmeasureswere obtainedfrom a mix of local
sources[1], [16], [17], [18], and U.S. sources[6]. We assumeda 7% real discountrate and, for
most measures, 20-year lifetimes. Some conservationmeasuresallow HVAC equipmentto be
downsized,resultinginpotentialinvestmentcostsavings.We also preparedthe economicindices
usingthe incrementalinvestmentcost net of the HVAC downsizing'credit." The resultantenergy
and economicperformanceof the high-efficiencycases is shownin Table6-10.

Ali of the high-efficiencycases usedthesame basicAC systemconfiguration:a VAV system
withvariablespeedfan and pumpdrives,70% efficientfans, chillerCOP of5.5, a temperatureset-
point of 28 °C, and outside air flow of 10 cfm/person. The architecturalmeasures that were
employedinthe high-efficiencycasesvaried bybuildingprototype.
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Office:

The followingchangesfromthe basecaseformthe high-efficiencyoffice:windowoverhangs
with a depth of 10% of windowheight,window-to-wallratioof .3, solarabsorptanceof .2 for the
opaquewalls, and lightingpowerdensityof 10 W/m2.

The high-efficiencyofficesaves 45% of total electricityover the base case. The CCE is
U.S.$ .016/kWh, well below the average electricityrate of U.S.$ .087/kWh (includingdemand
charges). The simplepaybacktime is 2 years,the IRR is 51%, and cost of avoidedpeak power
U.S.$ 508/kW. When creditedwith HVAC downsizing,thehigh-efficiencyofficebecomestwiceas
attractiveeconomically.
Hotel'.

With the AC systemconfiguredas abovewhile retainingthe fan coilsystemin guestrooms,
the high-efficiencyhotel generatessavingsby overhangsdepth of 40% of window height,glass
SC of .3, WWR of .3, wall solarabsorptanceof .2, U-value of the wallof .2 W/m2-°C,and lighting
powerreductionof 40%.

The hotelhigh-efficiencycase saves51% over the basecase. The CCE is U.S.$ .015/kWh,
the IRR is 44%, the paybacktime is 2.3 years, and the cost of avoidedpeak power is U.S.$
849/kW. A roughly60% improvementinthese economicmeasuresresultsfrom the HVAC down-
sizingcredit.
Retail:

This case usedglasswitha SC of .3, roofsolarabsorptanceof .2, andlightingpowerreduc-
tion of 40%. Note that the VAV system is used throughoutthe retail building,i.e., that the split-
systemsinthe shopswerereplaced.

The retail buildinghigh-efficiencycase saves 56% of total electricityover the base case.
This case is the mostcost-effectivecomparedto the officeand hotel cases. The CCE is U.S.$
.013/kWh,the simplepaybackis 1.7 years,the IRR is 60%, andthe cost of avoidedpeakpower is
U.S.$ 453/kW. On the otherhand, the improvementin cost-effectivenessdue to HVAC downsiz-
ing is muchmore modestin the retailas comparedto the officeandhotelbuildingsbecauseof the
sizingpenaltyinvolvedingoingfrom a distributedto a centralsystem.

Building Energy Standard

An energystandardfor new commercialconstructionhas been proposed[19]. lt is currently
under considerationfor voluntarycomplianceonly.The Thai standarddraws on earlier work in
neighboringcountries[20], [21], [22]. The standardaimsto reduceenergyuse throughprovisions
for the buildingenvelope,lighting,and space-conditioningsystems. Table 6-11 compares some
of the key criteria of the sta,dard withthose of the base cases of the three prototypebuildings
(shownin parentheses). The lower half of Table 6-11 showsthe resultsof, and inputsto, the
OverallThermalTransferValue (OTTV). The OTTV approachattemptsto capturethe key param-
eters of the buildingenvelope causing cooling demand on the chiller. The OTTV equationfor
walls, as formulatedin Thailand,followsthe approachfoundin DBCD [20] modifiedfor localsolar
radiationconditions.The equationhasthree termseach for differentheattransferpathways:con-
ductionthroughthe opaque wall, conductionthroughthe fenestration,and radiationgain through
the fenestration.

OTTV - Uw(1-WWR) TD_ + Uf (WWR) AT + SC (WWR) SF (Eq.6-6)

where,

Uw= U-valueof the opaquewall (W/m2-°C);

WWR = Window to wall ratio (dimensionless);
TDeq= equivalentindoor-outdoortemperaturedifferenceforthe opaquewall (°C);
Uf = U-valueof the fenestration(W/m2-°C);
AT = indoor-outdoortemperaturedifferenceforthe fenestration(°C);
SC = fenestrationshadingcoefficient(dimensionless);
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SF = solarfactor(W/m2).

The Uw,WWR, Uf, and SC are ali parameterschosenbythe buildingdesigner. The otherterms,
TDeq,AT, and SF are quantitiesstipulatedby the standard. TDoqvaries accordingto the solar
absorptivityof theexteriorwallsurface,rangingfrom 14 to 18 °C, while&T is a fixed5 °C. SF has
been set at 160 W/m2 but is corrected for orientationand non-verticalslopes. Thailand has set
the OTTV compliancelevelat or below45 W/m2.

The prototypebuildingswere modifiedto minimallycomply with the standard.* Note that
many combinationsof parameterscan be used to complywiththe OI"TV standard,but that we
illustrateonly onehere. The energysavingswere23% in the office,35% in the hotel,and 42% in
the retail building. The major contributionto these savingsobtainedfrom the standardcomes
from the lightingpowerdensityprovisions,savingboth lightingenergydirectlyandcoolingenergy
(and capacity) indirectly. No economicanalyseswere performedfor the standard,but are prob-
ablyas cost-effectiveas the high-efficiencycases discussedabove.

CONCLUSIONS

Energy conservationmeasures have been evaluated for commercialbuildingsin Thailand by
means of computer simulation. A prototypicaloffice, hotel, and retail buildingwere developed
basedon actualBangkokbuildings,and simulatedin the Thai environment.The best measures
combinedintohigh-efficiencycases for each prototypecut energyandpeak power usage,andcut
electricitybillsinhalf, as comparedto typical designpractice. When consideringthe cost of instal-
lingthe measuresthat make up the high-efficiencycases, they remainattractiveby being highly
cost-effective.Compliancewith the proposedenergy standardfor new buildingslowersenergy
intensityby approximatelyone-thirdoverall,withsubstantialvariationamongthe buildingtypes.
Taken individually,the conservationmeasuresdemonstratedthe followingsavings.

Architectural Measures

Architecturalmeasuresshowingthe greatest impact on energy use are those relatingto
fenestrationandlighting.

• Windowarea, glass shadingcoefficient,and,for offices,the use ofexternalshadingdevices,
are all criticalfeatures that can each resultin up to a 5% increase or decrease in total
energyconsumption.

• Energy conservation in lighting saves both directly in lighting energy and indirectly in cooling
load reductions; this leads to dramatic savings potential of 20% to 35% for cutting lighting
power density in half.

• Daylighting can cut energy use by 6% to 15%, depending on the design. Lower savings
result when the daylighting designfails to limit solar heat gains through windows.

• Insulating the opaque wall section of hotels saves almost 4%, but in offices and retail build-
ings the savings are negligible.

Alr-Condltlonlng Measures

• In the use of an air-conditioningsystem, the single mostimportant parameter is the zone
thermostatsetpoint. Savingsreachabove 10% for thismeasurealonewithina temperature
rangeprovenacceptableto Thai officeworkers. This isalsoa no-investment-costmeasure.

• The use of a VAV systemwith variablespeed fan drivesin place of constantvolume can
save between8% and 10% inofficesand hotels.

• Efficientchillersandfans each indicatesavingspotentialinthe 5% to 10% range.

* Where a base case parameter was equal to or "better" than the level set by the standard, lt was left un-
changed.
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• Reducingoutside air quantitiesin hotels to 10 cim per person saves 10% of total energy;
about 4% could be saved in offices and retail buildings ventilated to the same degree.

• Conversely, high static pressures in the Ian duct system, or Ian oversizing, or inefficient chill-
ers, or excessive quantities of outside air, ali carry large energy penalties.

• Thermal storage employing a partial storage strategy can significantly reduce peak demands
and associated charges in a cost-effective manner, particularly in hotels where the chiller
cost savingscan be greater than the extra cost of the storage system.

• Should natural gas become available to commercial customers in Thailand, cogeneration
can be economically attractive, particularly when sized to match the thermal load from the
absorption chiller, but operated to track the building electrical load. II excess electricity can
be sold back to the utility at a price close to the current retail price of power, operating the
generator at maximum output is the best strategy, almost independent of generator size.

• Gas-fired, engine-driven, or absorption chillers are an effective means for reducing peak
electrical demands, Engine chillers, by virtue of higher efficiency at comparable cost, are the
more cost-effective alternative.

Comparisons Among Building Types

Comparingthe buildingtypes, the savingspotentialshownfor retailbuildingsis dominated
by the prototypesystemconfigurationand lightingpowerdensity. Because mostof the building
area is servedby distributed,individualsplit-systemAC units,few of the measuresappliedto the
centralsystems(where alternativetechnologiesexist)could have a large impact. Lightingshould
be the overwhelmingconcernfor retailbuildings. Careful tradeoffsbetweenthe store marketing
strategy,the cost of more efficient lightingversus highoperatingcosts of standard lighting,and
the qualityof lightproduced,ali haveto be made. Hotelperformanceseems most influencedby its
24-hourschedule, and especiallythe constantoperationof the AC system. Air-conditioningcon-
servation measures applied to the hotel prototypehad relatively large impacts. Office perfor-
mance is balancedbetween internaland external influences,especially lightingand transmitted
solar radiation. The office prototype was equally responsiveto both architecturaland air-
conditioningconservationtreatments.
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Figure 6-1.
Thai Office Buildings
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Figure 6-2.
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Figure 6-3.
Thai Hotels
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Figure 6- 4.
Thai Retail Buildings
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Figure 6-5.
BangkokWeather (1985)
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Figum 6- 7.
Infiltration
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Figure 6-8.
Thermal Mass
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Figure 6-9.
Opaque Wall Conductivity
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Figure 6-10.
Wall Solar Absorptance
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Figure 6-11.
Fenestration Area
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Figure 6-12.
Glass Shading Coefficient
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Figure 6-13.
External Shading of Office
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Figure 6-15.
Lights and Office Equipment in Offices
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Figure 6-16.
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Figure 6-17.
Daylighting in Office Using

Stepped Controls
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Figure 6-18.
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Figure 6-19.
Glass Visible Transmittance

Effect on Daylighting (SC -.34)
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Figure 6-20.
Glass Visible Transmittance
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Figure 6-21.
Range of Savings for

Thai Office Architectural Measures
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Figure 6-22.
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Figure 6- 23.
Range of Savings for

Thai Retail Architectural Measures
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Figure 6-24.
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Figure 6-25.
Supply Air Temperature
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Figure 6-26.
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Figure 6-27.
Outdoor Air Quantity

% Energy Savings
15%

10%

--4-- Office

5% -+- Hotel

--_- Retail

0

-5% , , , i ,
5 10 15 20 25 30

Outdoor-Air Quantity (cfm/person)

Figure 6-28.
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Figure 6-29.
Chiller Efficiency
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Figure 6-30.
Fan Efficiency
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Figure 6-31.
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Figure 6-33.
Range of Savings for

Thai Office AC Measures
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Figure 6-34.
Range of Savings for

Thai Hotel AC Measures
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Figure 6- 35.
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Table 6-2.
Characteristics of Thai Office Prototype

GrossFloorArea 7869 m2
ConditionedFloorArea 6439 m2
Nr. of Stories 12
AspectRatio 1:1
Wall Construction ReinforcedConcretew/Brick Infil
Window-to-WallRatio .5
GlazingType Single-Pane,Tinted,ReflectiveBronze(SC = .34)
Occupancy Perimeter:14 m2/person

Core:6.5 m2/person
OccupiedHours Mon-Fri:8am-5pm; Sat: 8am-noon
LightingPowerDensity 24 W/m2
HVAC System ConstantVolume,DistributedAHU
ThermostatSetting 24 °C
SupplyFan Capacity 58228 lit/sec
OutsideAirQuantity 9 Ut/sec/person
CoolingPlant 2 130-tonCentrifugalChillers

CoolingTower
ChillerCOP 4.0

.....

Table 6-3.
Characteristics of Thai Hotel Prototype

,,,

Floor Area 20628 m2
Nr. of Stories PublicFloors:2

Guest Floors:10
Nr. of Guestrooms 280
AspectRatio 2.8:1
Wall Construction ReinforcedConcrete
Window-to-WallRatio .4
GlazingType Single-Pane,TintedBlue (SC = .4)
Occupancy 2300 (maximum)
OccupiedPeriod 24 Hours
LightingPowerDensity PublicArea: 37 W/m2 (average)

GuestArea: 10 W/m2
HVAC System PublicAreas:ConstantVolume

Guestrooms:Two-PipeFan Coil
ThermostatSetting 24 °C
FanCapacity 154485 lit/sec
OutsideAirQuantity 12 lit/sec/person
CoolingPlant 650-tonCentrifugalChiller,CoolingTower
ChillerCOP 4.0
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Table 6-4.
Characteristics of Thai Retail Building Prototype

FloorArea 8062 rn2
Nr. of Stories 4
AspectRatio 2.5:1
Wall Construction ReinforcedConcrete
Window-to-WallRatio .35
GlazingType Single-Pane,TintedGrey (SC - .63)
Occupancy 18.5 m21person
OccupiedHours 10am-7pm
LightingPowerDensity Circulation:22 W/m2

Shops:74 W/m2
HVAC System Circulation:ConstantVolume

Shops:Split-Systems
ThermostatSetting 25 °C
SupplyFan Capacity 13152(Circulation)
OutsideAirQuantity 12 lit/sec/person
CoolingPlant 2 100-tonReciprocatingChillers

CoolingTower
144tons(total)Split-systemunits

ChillerCOP 3.4

Table 6.5.
Thermal Cool Storage In Thai Office Prototype

Base Partial Full Demand-Limited
Units Case Storage Storage Storage

StorageSize ton-hours - 1200 2667 2208
ChillerSize tons 260 133 260 225

CoolingElectricity MWh 598 635 625 628
TotalElectricity MWh 2024 2061 2051 2054
Peak Demand kW 706 577 478 444
ElectricityCost k$ 101 103 103 103
Demand Cost k$ 75 63 52 49

StorageCost k$ 90 200 166
ChillerCost Savings k$ - 51 0 14

OperatingCost Savings k$ - 9 21 24
SimplePayback years - 4.3 9.5 6.3

Cost/AvoidedPeak Elec. S/kW - 302 877 580
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Table 6-6.

Thermal Cool Storage in Thai Hotel and Retail Prototypes
(Partial Storage Strategy)

Hotel Retail

Units I Base Storage II Bas_ S,
Storage Size ton-hours - 680 - 1333
Chiller Size tons 650 450 240 120

Cooling Electricity MWh 3156 3020 995 949
Total Electricity MWh 7464 7326 3092 3045
Peak Demand kW 1393 1223 882 724

Electricity Cost k$ 373 366 154 152
Demand Cost k$ 143 132 94 77

L

Storage Cost k$ - 51 - 100
Chiller Cost Savings k$ - 80 - 42

Operating Cost Savings k$ - 17 - 19
Simple Payback years - 0 - 3.1

Cost/Avoided Peak Elec. S/kW - -171 - 367

Table 6-7.

Cogeneration In Thai Office Prototype

Electricity Electricity Operating Net
Capacity Operating Capacity Generated Sold Cost Revenues Savings Payback

(kW) Mode Factor (MWh) (MWh) (kS) (kS) (kS) (years)

Therm. .52 334 0 122 0 54 5.6
300 Elec. .79 1007 0 91 0 85 3.5

Max. .95 2434 1404 138 122 160 1.9

Therm. .58 357 0 118 0 58 6.9
400 Elec. .77 1274 0 78 0 98 4.1

Max. .95 3310 2011 146 175 205 2.0
.,,

Therm. .40 303 0 124 0 52 9.6
500 Elec. .77 1485 0 66 0 110 4.5

Max. .95 4138 262_' 156 229 249 2.0

Therm. .27 244 0 130 0 46 13.0
600 Elac. .70 1519 0 67 0 109 5.5

Max. .95 4868 3314 175 288 289 2.1
,,

Therm. .15 152 0 140 0 36 19.4
700 Elec. .59 1519 0 73 0 103 6.8

Max. .95 5841 4288 211 373 338 2.1
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Table 6-8.
Cogeneration & Thermal Storage In Thai Office Prototype

,.,

Units

Thermal Storage Mode Partial Partial Partial

CogenerationMode Thermal Electrical Max. Output
....

ElectricityGenerated MWh 152 1073 2434
Electricity Sold MWh 0 0 1349

ElectricityBought MWh 1402 479 467
NaturalGas Bought MWh 1541 5020 10276
Peak ElecoDemand kW 462 211 211

OperatingCost k$ 134 89 133
Revenues k$ 0 0 117

IncrementalCost k$ 339 339 339
SimplePayback years 8.1 3.9 2.1

Cost/AvoidedPeak Elec. S/kW 1400 685 685

6-41



6-42



Tabkm6-10.

High Efficiency Cases of Thai Commercial Buildings

Incl. HVAC Credit

EnergySavings 1 units office Hotel Retail Office Hotel Retail' kWh / mz / yr 141 185 192 141 185 192
Peak Savings W / m2 48 34 57 48 34 57
OperatingCostSavings $ / m2/ yr 12 13 16 12 13 16
IncrementalCost $ / m2 24 29 26 11 18 22

Costof ConservedEnergy $ / kWh .016 .015 .013 .008 .009 .011
Cost/AvoidedPeak Power $ / kW 508 849 453 241 539 384
SimplePayback years 2.0 2.3 1.7 .9 1.4 1.4
InternalRateof Return % 51% 44% 60% 107% 70% 71%

Table 6-11.
Criteria of Thai Energy Standard for New Commercial Buildings 1"

Criteria Units Offices Hotel Retail

Lighting W / m2 16 (24) 15" (10)* 23 (25)
20-17"* (37)**

ThermostatSetting °C 24 (24) 24 (24) 24 (25)

CoolingEquipmentCOP
-CentrifugalChillers 4.5 (4.0) 4.5 (4.0) -
-ReciprocatingChillers - - - 3.8 (3.4)

O'T'TV: W / m2 45 (67) 45 (65) 42 (74)

U. W / m2-°C 1.5 (3) 1.5 (2.8) 1.5 (2.8)
WWR - .4 (.5) .4 (.4) .35 (.35)
SC - .3 (.34) .3 (.4) .3 (.63)
Uf W / m2-°C 6.3 (6.3) 6.3 (6.3) 6.3 (6.3)

Valuesgivenin parenthesesare fromthe respectivebase cases.
* Guestrooms.

"" Publicareas.
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CHAPTER 7: THE INFLUENCE OF GLAZING SELECTION ON COMMERCIAL

BUILDING ENERGY PERFORMANCE IN HOT AND HUMID CLIMATES

R. Sullivan,D. Arasteh,G. Sweitzer,R. Johnson,and S. Selkowitz
Windowsand LightingProgram

AppliedScienceDivision
LawrenceBerkeleyLaboratory

Berkeley,CA 94720 USA

ABSTRACT

This paper presentsa comparativestudy in whichcommercial buildingperimeterzone electric
energy (cooling,lighting,fan) and peak electricdemand are analyzed as a function of window
glazingtype, with a particularemphasison the use of glazingswith wavelength-selectivesolar-
opticalproperties. The DOE-2 energyanalysissimulationprogramwas used to generatea data
base of the electricenergyrequirementsof a prototypicalofficebuildingmodulelocatedin Singa-
pore. Algebraicexpressionsderived by multipleregressiontechniquespermitteda directcom-
parisonof those parametersthat characterizewindowperformance in hot and humidclimates:
orientation,size, and solar-opticalproperties. Also investigatedwere the effectsof exteriorand
interiorshadingdevices,as wellas interiorilluminancelevel, power density,and lightingcontrols
to permitthe use of daylighting.These regressionequationswere usedto comparethe energy
implicationsof conventionalwindowdesignsand newer designsinwhichthe type of coatingand
substratewere varied. The analysisshowsthe potentialforsubstantialsavingsthroughcombined
solarload controland lightingenergyusereductionwithdaylighting.

INTRODUCTION

The impact of nonresidentialbuildingdesignon energyconservationin hot and humidclimates
was the major topicat the ASEAN Conferenceon EnergyConservationin Buildings,Singapore
[1]. Windowanddaylightingtechnologieswere widelydiscussedbecausefenestrationhas proven
to be the mostsignificantenvelopedesignfactoraffectingenergy use in nonresidentialbuildings.
In Singaporeandotherhot and humidlocations,exteriorshadingandwindowsize havebeen suc-
cessfullyusedto limitsolarheat gain. Lately,architectsand engineershave beendesigningbuild-
_ngswith large areas of glass and withoutexterior shading. Tinted glazing is beingspecifiedto
reducesolar loadsandcomplywithenergycodes.

The benefitsof usingdaylightedperimeterzones in officebuildingswere also discussedat
the ASEAN conference. A largefractionof electric lightingcan be savedby dimmingor switching
electriclightsin responseto availabledaylight. The degreeto whichdaylightingcan reduce light-
ing loads dependsprimarilyon the size and visibletransmittanceof the window. Other studies
[2,3,4] have demonstratedthe total energy-relatedbenefits of daylightingbuildingperimeter
zones.

While daylightingenergysavingsfrom windowsare a function of windowarea and visible
transmittance,coolingloadsfrom windowsare a function of area and shadingcoefficient. Previ-
ousstudies,referencedabove, haveexploredthe criticalrelationshipbetweensolartransmittance
and daylightingbenefitsif energyperformanceis to be optimized. Froman energyviewpoint,the
ideal glazingwouldhave a highvisible transmittance,T,,,and a low shadingcoefficient,SC. We
definea glazingluminousefficacyconstant,ke,the ratioof _,,to SC, as a relativeindicatorof glaz-
ing performancein thisregard. Conventionalblue and greenglazingshave higherkesthan other
tinted, reflective, or clear glazings, since they transmitcomparativelyhigher fractionsof visible
solarradiationthan solar infraredradiation. Low-emissivity(low-E)coated glazings,introducedin
recentyears to reduce glazingconductancesand suppressheat losses,also havethe propertyof
admittinga higher proportionof visiblelightrelativeto the total solartransmittance,thusmaking
them attractivecandidatesfor applicationincoolingdominatedclimates.
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The energyimplicationsof usingglazingswithdifferentareas,SCs, %s, and kesare a func-
tionof climate,orientation,and buildingoperatingcharacteristics.Inthis paper,we discussthese
effectsin the contextof the Singaporeclimate. We comparethe performanceof seven different
glazingtypes and demonstratethe viabilityof new glazingtechnologiesto reduceelectricenergy
consumptionand peakelectricaldemandina hotand humidclimate.

METHODOLOGY

The procedureused inthe studyinvolvedthe useof multipleregressionequationsthat definedthe
electricenergy and peak electricdemand of a prototypicalsingle-storyoffice buildingmodule.
These equationswere derivedfrom a large numberof DOE-2 [5,6] hour-by-hoursimulationsthat
were completedfor a variety of configurationsusing1979 weatherdata for Singapore(1.3°N lati-
tude). On an averageday inSingapore,the dry bulbtemperaturevariesbetween25°C (76°F)and
30°C (85°F), andthe relativehumiditybetween 74 and88%. Sunshinehoursare limitedto 30 to
48% of the possible hoursbecauseof cloudcover that is prevalentduringmostof the year. The
moduleshownin Figure7-1 has fourperimeterzonesconsistingof ten offices,each4.57 m (15 ft)
deep by 3.05 m (10 ft) wide, surroundinga centralcore zone of 929 m2 (10,000 _) floorarea.
Floor-to-ceilingheightwas 2.6 m (8.5 ft) with a plenumof 1.07 m (3.5 ft) height. Work presented
at the ASEAN conference [1] also used this module in tabulatingdaylightingcharacteristics.A
paper byJohnson[7]containsmoredetailedinformationonthe model.

Continuous-stripwindowswith no setbackwere used in the exteriorwall of each perimeter
zone. Thermaltransferswere selectivelyconstrainedto isolatethe energyeffectsof interest.That
is,the floorand ceilingas well as the walls at eachend of the perimeterzoneswere modeled as
adiabatic (i.e., no heat transfer) surfaces. The envelopeeffects can thus be consideredanalo-
gous to those in an individualoffice in a series of contiguousoffices. Normal buildingthermal
interactionsincluded heat capacity effects and small convective/conductivetransfers between
coreand perimeter.

A data base of electricenergyusageand peakelectricdemandwas generatedfor changing
windowand lightingsystemproperties. We calculatedsystemextractionrates for each perimeter
zone usinga single zone constantvolume variable temperatureHVAC system. Coolingenergy
was determinedby assuminga fixed COP of 3.0. Daytimeoperationalhourswere from7 A.M. to
6 P.M. weekdays. Coolingthermostatsetpointwas 25.50C (780F). The design supplyair flow
rate per square meter of floorarea was 0.031 I/s-m2 (0.7 cfm/ftz). Minimumamountof outsideair
per zone occupantwas 2.36 I/s (5 cfm). The economizerlimittemperaturewas 16.67°C (62 °F).
Air-infiltrationwas fixed at an equivalent value of 0.6 air changes per hour. Our analysisis
presentedas a functionof orientation. Coincidentpeak loads for the buildingmodulewere not
analyzed. Rather, we studiedeach zone's peak independentof other zones. Sensitivitystudies
completedprior to this work indicate that other HVAC systems will have a small effect on the
numericalresults.

The glazing characteristicsthat were varied includedsolaropticalandthermalconductance
propertiesand area. Lightingcharacteristicsinvestigatedincludedthe use of daylightingwith con-
tinuousdimmingcontrolsfor varyinglightingpower densitiesand lightinglevels. Externalshading
was also simulatedwith continuous,fixed, horizontallyprojecting,opaque overhangs. Overhang
projectionwidthwasvaried parametricallyto a maximumratioof projectionwidthto windowheight
of 0.6. Shadingby adjacent buildingswas not consideredin the analysis. Interiorshadingwas
simulatedusingshadingcoefficientand visibletransmittancemultipliersof 0.6 and 0.35, respec-
tively. These conventional shades were deployed automaticallywhen transmitteddirect solar
radiationexceeded 63 W/m2 (20 W/ft_). Exteriorand interiorshadingwere not simulatedsimul-
taneously.

A regressionanalysiswas performedon the DOE-2-generateddata base, derivingsimplified
algebraicexpressionsthataccuratelyreproducedthe simulatedelectricenergyand peak demand.
Multiple regressionis an analytical technique for determiningthe best mathematicalfit for a
dependent variable as a function of many independentvariables. The resultant regression
expressionusedto predictthese quantitieswasof the form:
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6,E - J]l'Ug'Ag + I]2 (Eq.7-1)

where &E isthe incrementaleffect dueto the fenestrationsystem. The regressioncoefficientsare
denotedby13andthe equationhas three componentschosento containthe energyeffectsfroma
particularbuildingthermal component:conduction(U_,g), solar radiation(koSCgAg),and lighting
(kdl._), where Ugis the overallconductanceof the glazing,SCgis the shadingcoefficient,kois a
solarcorrectionfactor due to overhangs,L is the lightinginstalledpowerdensity,and kdis a light-
ing correctionterm due to daylighting. AgandAf are glass and floorareas respectively. Shade
managementeffectsare accountedfor byrevisedsolarradiationcoefficients,i]2.

The regressioncoefficientsare presentedin Table 7-1 for each orientationalongwiththe r2
values to indicate the quality of fit of the expressionto the data (an r2 value of 1.0 representsa
perfect fit). The configurationparametersare expressed inSI units, i.e., Ug (W/m2. °C), Ag(m2),
L (W/m2),A_(m_). An analysisof the regressionterms showsthat they are reasonablyphysically
consistentwith expected performance. For example, the 133coefficientis almostconstantfor ali
orientationssince, in the absence of lightingcontrols,lightingenergy is not affected by external
conditions. Also, glazing conductancevariationsare quite small and can be safely ignored
because of the much larger contributionsfrom solargain and lighting, t]2 coefficientsfor shade
managementare presentedfor east andwesternorientations,only. The shadeswere not imple-
mented very oftenin northand southbecausethe directsolarradiationdidnotapproachthe level
sufficientfor triggeringthe devices. The diffusecomponentrepresentsa significantportionof
availablesunlightin thesedirections.

Tables 7-2 and 7-3 show the regressioncoefficientsfor the solar and lightingcorrection
terms, koand kd. The solarfactorfrom overhangswas a functionof the ratioof overhangprojec-
tion width to window height (R). Two forms are used to show the effects of overhangs:an
exponentialto predict electricenergyusage for ali orientationsand bothexponential (northand
south)and linear (westand east)formsfor peakdemandpredictions.

ko - 1.0 - b111- eh2R] or ko - 1.0 - biR (Eq.7-2)

where b denotesthe regressioncoefficients.

The lighting correction factor due to daylighting was also exponential and a function of
desired lighting level (C) in lux, and effective aperture (he), which is the product of window-to-wall
ratio and visible transmittance, i.e.,:

kd - 1.0 - [_1 * ¢2(C)][1 - e(_'* ,,CA._] (Eq.7-3)

where _ denotesthe regressioncoefficients,which are shownfor four orientationsin Table 7-3.
North andsouthare sosimilarthatthey can be consideredthe same.

lt was not possibleto performa regressionon the DOE-2 simulationresultsthat usedshade
managementbecauseonly a limitedset of runswas completed.However,changesthat occurin
the lightingcorrectionfactor whenshademanagementis employedare discussedbelow.

7-3



DISCUSSION

The aboveequationswere usedto predictthe performanceof the sevenwindow-glazingproducts
shownin Table 7-4. Clear, tinted,andIow-Esingleand doubleglazingswere investigated.These
productsare currentlyavailablecommerciallyandrepresentwindowsused inhot and humidloca-
tionsand also systemsthat offer improvementsin performance. The improvementis associated
with changingproportionsof totalsolarto visibletransmittance,sincethese dominatethe thermal
variationsdueto windowconductancedifferences.

Valuesfor glazingluminousefficacy,ke, range from 1.34 for Iow-Egreen-tinteddoubleglaz-
ing withshadingcoefficientof 0.35 and visibletransmittanceof 0.47, to 0.69, for gray-tinteddou-
ble pane with SC of 0.55 and _,,of 0.38. Clear glazingswithand withouta Iow-Ecoatinghave the
highestSCs and _,,sand are mostsuitablefor use withsmallwindowareas. Althoughgreen- and
gray-tinteddoubleglazingshave similarSCs, their%s differgreatly. Other tintedglazings,e.g.,
bronze,have _,s thatare betweengreenandgray. Addinga Iow-Ecoatingdecreasesthe shading
coefficientmorethan the visibletransmittance;thusgreen Iow-Edoubleglazingis presentedas a
Iow-SCoptionwiththe highest_v. Althoughthe low-emittanceglazingsare normallyused inloca-
tionsthat require heating,this studyindicatesthat they performwell in locationssuch as Singa-
pore, particularlyif combinedwitha spectrallyselectiveglazingsuchas greenglass.

Figure 7-2 shows the variationof the solar correctionfactor from overhangsfor electric
usageand peak demand as a functionof the ratio (R) of projectionwidthto windowheight. Gen-
erally, asymptotesare approachedas the ratio increases.Peak demandcurvesfor the east and
west, however,are more linearthan exponential.This is becauseforthese orientations,the peak
occurswhen the sur;,is low inthe sky. The kovaluesat R = 0.6, the maximumratioused in our
work, represent decreases of 30%-35% for annual electricity and 27%-40% in peak demand,
dependingon windoworientation.

Figure 7-3 presentsthe lightingcorrectionfactor from daylightingfor four orientationsand
three lightinglevels(323,538, and753 lux [30, 50, 70 footcandles])as a functionof effectiveaper-
ture. Annual lighting energy savings with daylightingdrop linearly until the space begins to
becomesaturatedwithdaylight;savingsthenasymptoticallyapproachthe maximumof 69%-74%.
Daylightingsavingsare greatestwhenthe desiredinteriorilluminanceis lowest. Forsmall effec-
tive apertures,there is approximatelya 10%-15% variationdue to orientation,witheastgivingthe
largestreductionof lightingenergyand north/souththe smallest. However,the orientationeffect
is smalland becomesinsignificantas the asymptoteis approached.

We found thatthere was a very smallchange in daylightavailabilitywhen usingoverhangs.
This is probablydue to the large fractionof diffusesolarradiationinSingapore. Figure7-4 shows
the change in k_ at a lightinglevel of 538 lux (50 footcandles) when shade management is
employed. Throughoutmost of the effectiveaperture range, daylightwas reducedby 20%-25%
for easternand westernorientationsandlessthan 10% for northand south.

Solar- and lighting-inducedelectricenergy consumptionand peak demand are presented in
Figures 7-5 and 7-6 as a function of the product of shading coefficient and window area. These
figures represent the form expressed by Equation 7-1 with the exception that glazing conduc-
tance, a very minimal effect, is ignored. The incremental increase from solar gain and the
decrease in lighting from daylighting are shown. Results are for four orientations, at a relatively
efficient lighting power density of 18.3 W/m2 (1.7 W/ft2), a lighting level of 538 lux (50 footcandles),
with and without the largest overhang. Also annotated are the relative positions of the seven glaz-
ings for a window area of 50 m2 (538 _).

These curves demonstrate the importance of orientation. North and south receive very little
direct-beam solar radiation and therefore yield the lowest solar gain increments. A western orien-
tation requires twice as much electricity and demand as north and south, with east being between
the two. Overhangs with R ,, 0.6 provide about 30%-35% reduction in solar gain on each orienta-
tion, and because the gain is greatest on the west, the absolute benefit of an overhang is greatest
on that side. This is particularly important since overhangs can provide substantial benefits
without significantly diminishing daylighting potential. On a western orientation, in particular, the
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daylighting benefit can be overwhelmed by solar gains. Thus, minimal effective apertures with
overhangs are necessary to mitigate the substantial solar load.

Glazing type can also have a substantial impact on solar load reduction but may do so at the
expense of daylighting. Table 7-5 shows the percent reduction in solar-gain-induced electric
usage for each glazing when using single-pane clear as a base. The solar values given can be
used for both usage and demand and for ali orientations, with and without overhangs. This is
because the percent change in energy or demand shown along the vertical axis in Figures 7-5 and
7-6 is equivalent to the percent change in shading coefficient due to the linearity associatedwith
Equation 7-1. The largest changes occur with Iow-E tinted double glazing. For the module used
in this study, annual cooling energy due to solar gain can be reduced by 63% when using this
glazing type. This corresponds to a net cooling energy reduction of 20 MWh and peak demand
reduction of 10KW for a western orientation. The monolithic green absorbing glass unit results in
a 23% reduction, so the addition of the Iow-E coating in the double glazed unit provides significant
additional benefits.

In addition to the solar gain effects, Figures 7-5 and 7-6 also show some of the changes in
daylighting savings. Lighting reduction curves are shown fo an eastern orientation for three (two
limiting and one midpoint) values of efficacy corresponding to glazings in Table 7-4 (types 3, 5,
and 7). For electric energy consumption, the savings due to day;ightingcan approac, ..*hesame
magnitude as savings from the use of large overhangs. For the 50 m2 window area, ali glazing
types have about the same daylight utilization, because the asymptotic values have been
approached. One sees, however, that glazing type 7 (Iow-E green tinted), which has the lowest
shading e,oefficient providing the maximum reduction in solar gain, also has the largest efficacy,
ke=1.34. Glazing type 3 (ke = 0.95) provides almost the same available daylighting benefits as
type 7 but with a large increase in solar gain. Better performance ,_ouldbe achieved by decreas-
ing the glazing area to reduce the solar load without affecting daylight availability significantly.

Figures 7-5 and 7-6 also can be used for predicting the effects due to stlade management.
lt was previously indicated that shade management was most useful for eastern and western
orientations because of the large fraction of diffuse radiation present for north and south. The
reduction in solar gain is coincidentally approximately the same as the decrease due to
overhangs. ThL:s,for a shading coefficient multiplier of 0.6, about a 30% reduction is seen in both
perimeter zone electricity use and peak demand. Note also that this shade management scheme
has no effect on glazings with shading coefficients lower than 0.4. With such a low SC, the 63
W/m 2 (20 W/ft 2) direct solar radiation ;evet for shade management is not reached. Using interior
shades does influence the savings with daylighting. The lighting curves in Figures 7-3 and 7..4
remain exponential in form and the daylighting reduction is about 25%.

CONCLUSIONS

Many techniquesare availablefor reducingthe annualelectricityrequiremen_andpeakelectrical
demandsof commercialofficebuildingsinhot andhumidclimates. Several methodsthatrelateto
the designof the fenestrationsystemhave been documented.The effectsof buildingorientation,
externaland internalshadingdevices,andglazingselection havebeen brieflydiscussed.A com-
parative study of several differentglazings and the solar-opticalpropertiesthat contributeto
energyefficientdesignhavealsobeen presented. Conclusionsare as follows:

= Controlling solar gains from windows should be a major consideration in any new building
design in hot climates.

• There is an extremely large variation in direct solar heat gain with orientation. Orientation
also affects the level of influen_ that _ .'teriorand interior shading devices have on control-
ling these gains.

• Lighting energy savings through the use of daylighting is a function of the visible transmit-
tance of the glazing, the window area, desired lighting level, and lighting power density, lt is
possible to reduce electric lighting requirements by as much as 75% in perimeter zone
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offices.

• Selecting the proper glazing type is as critical as orientation, lt has been shown that it is
possible to reduce electricity and peak demand of perimeter zones by using glazings with
high efficacy values. These types of glazings reduce solar heat gain while maintaining a
satisfactory level of daylighting utilization.

• The use of exterior and interiorshadingo_viceson westernand eastern orientationscan
reduce solar loads to the point that they are equivalentto northernand southernorienta-
tions. Shade management,as implementedin thisstudy,gave resultssimilarto an opaque
overhangwhoseprojection-widthto window-heightratiowas 0.6.

• In Singapore,the use of overhangsdidnot significantlyaffect daylightavailabilitybecauseof
the large fractionof diffusesunlight. Interior shades, however,reduced daylighteffective-
ness 20%-25% for eastern and westernorientationsand less that 10% for northand south
throughoutmostof the effectiveaperturerange.

• Previous studies[2,3,4] indicatethat it is possibleto have large first-costsavingsbyusing
high-efficacyglazingswithdaylightingcontrolsratherthanconventionalglazings. The lower
chiller and HVAC system first costswill pay for some or ali of the increasedglazing,solar
shading,and lighting-controlcosts in manycases.
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Figure 7-5. Incremental solar-gain- and daylighting-Induced electric energy usage for four
orientations of a commercial building as a function of the product of shading coefficient
and window area. The lighting power density Is 18.3 W/m2 and the Interior lighting level is
538 lux. The seven glazing types (from Table 7-1) are plotted at sn area of 50 mz for com-
parison. For east and west orientations, the data for overhangs are about the same as for
shade management.
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Figure 7-6. Incremental solar-gain- and daylighting-induced peak electric energy demand
for four orientations of a commercial building as a function of the product of shading
coefficient and window area. The lighting power density Is 18.3 W/m" and the Interior Ilght-

_ level Is 538 lux. The seven glazing types (from Table 7-1) are plotted at sn area of 50for comparison. For east and west orientations, the data for overhangs are about the
same as for shade management.
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Table 7-1. Regression Coefficients:
Annual Electricity Usage (kWh) and Peak Electric Demand

(SI units)

Electricity Peak Demand
w/oSM w/SM w/oSM w/SM

_1 N 2.387 3.733
S 3.104 4.494
E -2.0R9 .439
W -5.411 .409

_2 N 306.114 132.180
S 319.910 141.214
E 514.862 360.403 237.690 144.991
W 662.550 447.036 324.350 252.993

133 N 3.948 1.258
S 3.975 1.278
E 3.953 1.270
W 3.997 1.163

r2 .994 .994

Note: SM = Shade Management
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Table 7-2. Regression Coefficients: Overhang Solar Correction Factor

Electricity Peak Demand Peak Demand
(Exponential) (Exponential) (Unear)

bl N .507 .725 -
S .534 .576
E .842 - -.608
W .550 - -.467

b2 N -2.083 -1.271 -
S -1.708 -2.029 -
E -.893 - -
W -1.396 - -

r2 .992 .991 .998

Note:Eastandwestpeakdemand curvesarelinear.

Table 7-3. Regression Coefficients:
Daylighting Lighting Correction Factor (SI Units)

(_1 N .754
S .753
E .758

W .756

_2 N -.0000381
S -.0000429
E -.0000598
W -.0000710

_3 N -16.325
S -16.720
E -21.728
W -20.003

_4 N .0149
S .0152
E .0198
W .0179

r2 .978

z
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Table 7-4. Window System U-Values and Shading Coefficients Analyzed

Window Summer Shading Visible Efficacy
Type U-Value Coefficient(SC) Transmittance(_v) ke----_JSC

(1) G 6.11 (1.07) .95 .88 .93

(2) Gg 6.45 (1.13) .72 .75 1.04
(3) G-G 3.31 (.58) .82 .78 .95

(4) Gg-G 3.37 (.59) .58 .66 1.14
(5) G -G 3.37 (.59) .55 .38 .69y
(6) GE-G 1.94 (.34) .67 .74 1.10

(7) GgE-G 1.83 (.32) .35 .47 1.34

Notes:

1. U-valueunitsare W/m2C (Btu/hr-ft2F).

2. G denotesglazinglayer;Ggtintedgreen;G tintedgrey; E, a sputteredIow-Ecoating(e - .1
forclear, .07 for green). Y

3. Glassthicknessis 6mm (0.25 in);gapwidthbetweenlayersis 12.7 mm (0.5 in.).

Table 7-5. Percent Reduction in Solar-Induced Annual Electric Usage
with Single Pane Clear Glazing as a Base

Window SolarGain Shading
Type % Coefficient

(1) G 0 .95

(2) Gg 23 .72
(3) G-G 13 .82

(4) Gg-G 40 .58
(5) G 42 .55y
(6) GE-G 29 .67

(7) G 63 .35g
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CHAPTER 8: A DAYLIGHTING DESIGN TOOL FOR SINGAPORE

BASED ON DOE-2.1D SIMULATIONS

Y.J. Huang,B. Thom, B. Ramadan, and Y.Z. Huang
Energy Analysis Program
Applied Science Division

Lawrence Berkeley Laboratory
Berkeley CA, 94720 USA

ABSTRACT

Daylightinghas the potentialof reducingthe energyuse of commercialbuildings in the Southeast
Asian climatesby as muchas 30% throughreducinglightingas wellas air-conditioningelectrical
use. Effectivedaylightingdesign, however, requires balancingthe above benefits againstthe
detdmentaleffectsof unwantedsolarheat gainthroughwindows.These interactionscan bestbe
evaluated throughparametric analysiswith a detailed hourlycomputer simulationprogram.To
make suchinformationmore readilyaccessibleto architectsandengineers,a largedata basehas
been compiledusingthe DOE-2.1D programto analyze variousdesigns,lightingoptions,andday-
lightingstrategiesfor a prototypicalofficebuildingin Singapore.Thisdata is thentransformedinto
regressionequationsthat will be incorporatedinto a simplified microcomputer-baseddaylighting
designtool.

INTRODUCTION

Daylightingin commercialbuildingsrefers to the use of electronic sensors in perimeterzones.
These sensorsmeasurethe availabilityof naturallightingthroughwindowsandskylights,andthen
reducethe artificiallightingintensityto maintainspecified illuminationlevels. Daylightingis a par-
ticularlyattractiveenergy-conservationstrategyin hot climates,since it lowerselectricityuse not
onlyfor lighting,but alsofor air-conditioning,byreducingunw_.ntedheat fromthe artificiallights.A
previousstudyhas estimatedthat daylightingcan reduceoverallenergyuse in a typicalSingapore
officebuildingby 20% [1].

In a strictlycoolingclimate such as Singapore,daylightingis always an energysaver.That
is, the same buildingwithdaylightingwillalwaysuse lessenergythanwithoutit. However,proper
daylightingdesign requirescarefulbalancingof the benefitsof lightingenergy savingsagainstthe
detrimentaleffectsof increasedsolarheat gain. Since there are significantcosts associatedwith
daylightingcontrols,designersalsoneed to know the magnitudeof energysavingswith daylight-
ingsothey can analyzeit economicallyas an energy-conservationoption.

There are many factorsthat influencethe energy savingsfromdaylighting:the efficiencyof
the artificiallightingbeingreplaced, desiredindoor illuminationlevel, the opticalpropertiesof the
window glass, size and locationof the windows, dimensionsand orientationof the perimeter
offices, and the existence of shadingdevices such as buildingoverhangs and fins. The best
methodto analyze the impactof these factorson buildingenergyuse is througha detailedhourly
energy simulationprogram such as DOE-2.1 [2]. However, because of the time and effort
required, it is unlikelythat architectsand engineerscan affordto do custom DOE-2 daylighting
analysison a building-by-buildingbasis.

The intentof thisstudyis to providethe groundworkfor a Simplified DaylightingDesignTool
that can be used by practicingarchitects and engineers. Since the relationshipbetween a
building'sdesign and its daylightingpotential is relativelycomplex, this tool is conceivedas a
microcomputerprogramthat allows users to vary a number of design optionsandquicklydeter-
mine their effects on a building'slighting,air-conditioning, and fan energy use. The analytical
basis for the programare sets of regressionequationsdeveloped throughextensiveanalysisof a
large data base of DOE-2.1D daylightingsimulationsfor prototypicaloffice configurations.The
programallowsusers to quicklyrecreatethe resultsof thedata basesimulationsandextendthose
resultsto officesof varioussizes andconfigurations.
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MODELING APPROACH

The techniquedescribed in this s!udy for estimating the energy impacts of daylighting designsutil-
izes a set of regression equations developed through analysis of a large data base of DOE-2.1D
simulations for a prototype office building located in Singapore (Figure 8-1).

lt is important to stress that this prototype is not meant to be typical or representative, but
rather a hypothetical construct aimed at capturing the variety of solar and internal heat gain condi-
tions found in typical offices in Singapore. The DOE-2 file has been structured to allow inputs for
relevant design parameters to be easily changed to study their influence on building energy use.
The methodology is also tailored to allow the data base to be extrapolated to real building designs.

The prototype building is modeled as a symmetrical box with dimensions of 36.6m x 36.6m
(120 x 120 ft), divided into 18 thermal zones : nine zones per floor (four perimeter, four corner,
and one core zone), and two types of floor conditions (top floor with a roof, and middle floor
without a roof). These 18 zones cover the range of thermal and solar conditions found in typical
offices. The assumed size and shape of the prototype building is of secondary importance, since
the analysis is done using zone-level loads and energies that have been normalized per floor
area. The resultant regression coefficients, with some additional terms for whole building interac-
tions, can be extrapolated to buildings of various sizes, shapes, and shell designs.

The operating conditions as well as some basic characteristics of the prototype building
have been kept constant for ali the data base simulations. The hours of operation and thermostat
settings of the building are based on previous studies of ASEAN office buildings and taken to be
typical of Southeast Asia (see Table 8-1). The building can be simulated with either concrete or
steel construction, although for the current data base only the concrete construction has been
simulated. The other physical characteristics of the prototypical building that have been kept fixed
are shown in Table 8-2.

To construct the DOE-2 daylighting data base, simulations have been done with the proto-
type building varying those parameters that affect the performance of daylighting measures.
These are listed in Table 8-3. Variations in window area and glazing properties have been treated
in particular detail, as shown in Table 8-4. Equal window conditions in ali perimeter and corner
zones are modeled in nine of the eleven cases. To test interactions when window areas are
unequally distributed, two of the cases are highly directional, with large amounts of windows in
two opposite orientations, and none in the other two.

Singapore weather data for 1988 has been used in the DOE-2.1D simulations. The weather
tape was obtained from the National University of Singapore, and has measured hourly data for
dry and wet bulb temperatures, wind velocity, direct and diffuse solar radiation. This data
represents the most comprehensive and reliable weather information for Singapore available at
the time of this analysis.

The total number of simulations completed for the data base is 819, which is slightly lower
than the product of ali the parametric variations in Table 8-3, because daylight simulations were
unnecessary for the zero window area condition.

The prototype building has been modeled with individual packaged VAV systems in each
zone so that cooling loads and energy use can be determined at the zone level. This zone-level
approach permits the data to be aggregated differently for buildings of various sizes and shapes,
and makes the results less dependent on the assumed geometry of the prototype building.

ANALYSIS

From each simulation, the annual cooling loads, and cooling, fan, and lighting electrical use per
zone have been saved and analyzed.* The purpose of the analysis is to develop simple algebraic
expressions that can replicate the information in the data base, as well as extend this data to

" Data on annual latent cooling loads, as well as peak cooling loads and energies were also saved, but not
used for the Simplified Design Tool analysis.
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differing buildingdesign conditions. The approach taken in the regression analysis incorporates
the findings from several previous efforts on the same topic [3], [4], along with techniques
developed in the course of this work.

Since the ultimate aim of the analysis is to utilize the regression equations in a
microcomputer-based tool, there is no need to reduce the data beyond where they can be easily
handled by a typical microcomputer. A stepwise approach has been taken whereby sets of equa-
tions are developed that accounted for the impacts of single design variables, which are then com-
bined into more complex expressions if relatively straightforward correlations were identified. For
example, the preliminary regressionequation for lighting energy savings expresses the savings
only as a function of the zone daylighting aperture, thus requiring 432 sets of coefficients, 54 per
zone for differences in office size, lighting powers, lighting levels, and overhang conditions. Sub-
sequent analysis revealed relatively simple linear or quadratic relationships between these param-
eters and lighting savings, so that the number of equations can be reduced to 24, three per zone
that give lighting energy savings as functions of lighting power and overhang ratio, as well as the
daylighting aperture.

Separate regression equations have been developed for the base case zone loads and
electrical use, as distinct from the load reductions and energy savings due to daylighting. The rea-
sons for this separation are that (1) the functional forms of the equations are different, and (2) it
maintains better accuracy for predicting the energy savings from daylighting, one of the major
objectives for the Simplified Design Tool.

The regression equations cover six parameters: base case cooling load; cooling and fan
energy use; lighting energy savings; and cooling and fan energy savings. Base case cooling load
and lighting energy savings are considered to be primary parameters whose values depend on the
interactions between the building, its operations, and the climate. Cooling and fan energy use,
cooling load reduction, and cooling and fan energy savings are considered secondary parameters
dependent on one of the two primary parameters. This distinction is made because it clarifies the
approach taken in the analysis.

For example, lighting energy savings is a primary parameter, and analyzed as a function of
the zone's window-to-wall ratio, lighting wattage, lighting level, etc. Cooling energy savings, how-
ever, is a secondary parameter and analyzed not directly in terms oi zone conditions, but as a
function of the lighting energy savings.

Base Case Cooling Loads

The base case refersto the loads and energyuse of a zone withoutthe use of daylighting.
The firststep inthe analysisis to developsimpleregressionequationsfor casesthat varied only
in theirsolaraperture,whichis definedas the zone'swindow-to-wallratio(WWR) timesthe glass
shadingcoefficient.This term indicatesthe proportionof incidentsolarthat enters the zone as
heat gain. A setof 486 linear coefficients have been developed in the form :

CLbase = _ + (x.2'WWR'SC (Eq.8-1)

where:

CL = Cooling Load (MJ/m2.year)

WWR = Window-to-wall ratio (dimensionless)
SC = Shading coefficient (dimensionless)

eh,a2 = Regression coefficients

Figure 8-2 shows typical results for the Middle Floor South zone at a lighting power of 21.5 W/ms.
The x-axis represents the solar aperture and the y-axis the base case cooling load of the zone.
The lines are for differing combinations of office depth and overhang ratio. Office depth is defined
as the distance from the wall to the opposite wall. Overhang ratio is defined as the length of the
overhang projection divided by the vertical distance from the overhang to the window sill. As evi-
dent from the plot, the linear fits are very good, with R2's in the range of .996 -999. After these
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equations have been derived, comparisons of the coefficients show that lighting power has a
linear effect on the intercept ((xi), while the overhang ratio has a nonlinear effect on the slope (0_2).
Consequently, it is possible to reduce the 486 preliminary equations into 54 equations of the fol-
lowing form with little loss of accuracy:

CLbase= _1+ _2"l-P (Eq.8-2)

where:

LP = Lighting power (watts/m2)
OHR = Overhang ratio (dimensionless)

_1,132,_,134 = Regression coefficients

These regression coefficients for the base case cooling loads are shown in Table 8-5. For
each of the 18 zone conditions, there are three equations for different office depths. For the core
zones, office depth is substituted with the Core Area Ratio, or fraction of the floor area per floor
that comprise the core zone. There is no advantage to further collapsing these equations, since it
will only make the equations more complex and non-intuitive, as well as introduce more errors.
These equations can be used to estimate the base case cooling loads per zone for a variety of
office conditions. Loads for intermediate office depths and orientations can be estimated by linear
interpolation between the closest conditions.

.?
Base Case Cooling and Fan Energy Use

The coolingand fan energyusesof each zone are estimatedas linearfunctionsof thezone
cocklingload. These linesinessenceshowthe variationsinthe averageseasonalefficiencyof the
equipment as a function of the zone solar aperture, since other building parameters have been
kept constant throughout the data base. Because the hourly pattern of cooling load differ
significantly zone to zone depending on their orientation, these efficiency slopes also vary, as evi-
dent in Figure 8-3. There are some slight non-linearities because of changing sensible load ratios
over different solar apertures, but the effects are not significant.

To calculate cooling and fan energy use, the Simplified Design Tool will rely on 54 sets of
linear coefficients which will be applied to the base case cooling load calculated earlier (Table 8-
6):

• CEbaseor FEbase= 91+ 132"CL (Eq.8-3)

where:

CE = Cooling energy use (kWh/m2.year)
_, FE = Fan energy use (t'Wh/m2.year)

CL = Cooling load (MJ/m2.year,from Eq. 2)
131,132 = Regression coefficients for CE and FE

Lighting Energy Savings

The characteristicshapeof the lightingenergysavingscurve dueto daylightingis an inverse
exponentialin respectto a zone'sdaylightingaperture(Figure8-4). Daylighting aperture is defined
here as the zone'swindow-to-wallratiotimes the Total Visible Transmittance(TVIS) of the win-

, dow glass. The concept is the same as for Solar Aperture, except that here it is applied to the
' amount of light, rather than heat, that enters the zone. At small daylighting apertures, the capacity

of daylight to displace artificial lighting is high. However, as the aperture increases, this capacity
progressively degrades until it becomes nii at the point where additional daylight will not reduce
lighting energies (while still contributing to the zone's cooling loads). This exponential asymptote
is less than one since there are always hours when lighting is required but daylight is unavailable,
such as at night.
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The preliminary functional form used to describe lighting energy savings is similar to that
found in earlier studies [4], [1]:

A LE = o_1"(1- ea''DA) (Eq.8-4)

where:

A LE = Lighting energy savings (kWh/m2.year)
DA = Daylighting Aperture (WWR x TVIS)

oh, (x2 = Regression coefficients

This expression has been used to develop 432 equations for cases where the zones differ only by
their daylighting aperture (8 perimeter zones x 3 depths x 3 lighting powers x 2 lighting levels x 3
overhang conditions). The number of zones is less than half that considered for the cooling calcu-
lations because there are no differences in lighting energy savings between top and middle floors,
and no savings at ali for the core zones.

Lighting energy savings from daylighting depend only on the zone's daylight characteristics
and installed lighting wattage, and are not affected by other aspects of the zone or building, as is
the case for cooling or fan energy use. Consequently, these lighting energy saving curves are very
well-behaved and easy to interpret. Figure 8-5 is a set of preliminary plots showing lighting
energy savings plotted against Daylighting Aperture for the Middle Floor South Zone. Each plot
represents a different office depth, with the solid lines indicating three lighting powers at a lighting
level of 323 lux (30 foot-candles), and the dotted lines at a lighting level of 538 lux (50 foot-
candles), lt is apparent from the plots that lighting power has a multiplicative effect on the asymp-
tote, while lighting level, office depth, and overhang length (shown on Figure 8-4, but not on Fig-
ure 8-5) ali affect only the curvature of the line.

>From these observations, it is possible to reduce the number of equations to 24 (8 perime-
ter zones times 3 depths):

A LE = I_ .LP.(1 - e(1+ J3,.OHR+ _.OHR').(I3, + 13_.LL).DA) (Eq.8-5)

where:

LP = installed Lighting Power (watts/m2)
LL = required Lighting level (lux)

13_,132,133,134,and Ps = Regression coefficients

These exponential regression coefficients are shown in Table 8-7.

Cooling Load Reductions

The coolingloadsreductionsfrom daylightingare due to the reducedheat gain from those
electric lightsthat have been dimmedor shutoff. In thisstudy,coolingload reductionshavebeen
defined as the differencein loadsdue to daylightingbetweenidenticalzones withthe same win-
dow and lightingconditions.Since increasingwindowsize willalso increasethe basecase cool-
ing loads (re: Equations 8-1 or 8-2), the load savings estimated here must be added to the base
case loadsto properly derive the net impact of any daylighting design.

The dependent nature of the cooling loads reductions on the lighting energy savings can be
seen in comparing Figure 8-6 to Figure 8-5. Figure 8-6 shows the cooling load reductions
corresponding to the lighting energy savings shown in Figure 8-5. Note that the daylighting, rather
than solar, aperture is used for the x-axis because the cooling load reductions are dependent on
the lighting energy savings, which in turn are dependent on the daylighting aperture. In contrast,
the base case cooling loads in Figure 8-2 have been plotted against the solar aperture.

The general shapes of the cooling load reduction curves clearly follow those of the lighting
energy saving curves. However, whereas the asymptotes on the lighting curves are perfectly flat,
indicating constant savings once the maximum daylighting potential is reached, those on the
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coolingcurves have slightbut noticeable upward slopes, indicating degradation of cooling savings
at unnecessarily high daylighting apertures. This sloping asymptote can be interpreted as due to
interactions between the load reduction and zone configuration unrelated to the lighting energy
savings. One possible explanation is that lighting energy savings may lower the number of cooling
hours at smaller solar apertures,* but not so when there is a great amount of solar gain.

Based on the above observations, the regression expressions for cooling load reductions
assume a linear relationship to the lighting energy savings, with a smaller linear term related to
the zone solar aperture to account for the interactive effect. The second assumption is reasonable
since the data base covers only differences in solar and daylighting apertures.

CL = (xl'z&LE + _2./', LE • SA (Eq.8-6)

where:

,,',CL = Cooling load reductions (MJ/m2.year)
z_LE = Lighting energy savings (kWh/m2.year)

SA --Solar Aperture (WWR x SC)

The data base results also show that lighting energy savings in the perimeter zones produce
small but noticeable cooling load reductions in the core zones (Figure 8-7). Without the benefit of
a detailed study, this reduction has been attributed to the lowered balance point of the entire build-
ing due to daylighting. Although the load reduction trends are similar to those in Figure 8-6, note
that the x-axes now show the daylighting apertures of the building rather than the zone, and that
the plots are for differing Core Area Ratios rather than office depths. The Core Area Ratio (Core
floor area/Total floor area) indicates how much effect the perimeter has on the core based on
their relative sizes. Since the load reduction curves for the core zone are also exponential, Equa-
tion 8-6 can still be used, although building-level lighting energy savings and the Core Area Ratio
have been substituted for the two independent variables.

This analysis of cooling load reductions has produced 54 sets of linear coefficients (18
zones x 3 depths), that can be used to estimate the cooling load reductions for a zone dependent
on its lighting energy savings and solar aperture. These are shown on Table 8-8.

Cooling and Fan Energy Savings

Comparisons of cooling loads reductions to the corresponding cooling energy savings show
that their relationship was even more straightforward than that between lighting energy savings
and cooling load reductions. Figure 8-8 shows the results for four typical zones (middle floor south
and southwest, and top floor north and northeast). These show that a simple linear correlation of
loads to energies, i.e., the use of an effective seasonal efficiency, corresponds very closely to the
DOE-2 simulation results. The reason for this constant efficiency is that the loads reductions are
always sensible and occur during the same hours of the day, i.e., daytime hours with ample
sunshine, so that the COP of the equipment stays about the same.

For fan energy savings, :he relationship to cooling load reductions is not as precise as for
cooling energy, although a basically linear relationship is still evident (Figure 8-9). The larger
scatter is because fan energy efficiencies vary more with loads than does the COP of the cooling
equipment. Without reliance on binned or hourly data, it will be difficult to predict this variation.
Since fan energy savings are typically less than 30% that of cooling energy savings, it is felt that
simple linear equations relating the fan energy savings to cooling load reductions are adequate.

For the Simplified Design Tool, the data consist of two coefficients per zone, one for the
cooling energy savings and the other for the fan energy savings as linear functions of the cooling

• Note from Table 8-4 that the simulation data base assumes a rough parallel relationship between daylighting
and solar apertures, since it is physically impossible due to glass properties or window geometries to have di-
ametrically different daylighting and solar apertures.
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loads reductions.Althoughthe currentdata base assumes a VAV system, the same approach can
be used to develop different coefficients for other air-conditioning systems types, such as constant
volume systems.

APPLICATIONS

The equations discussed in this paper can be LJsedto calculate the changes in base case cooling
and fan energy, as well as the savings in lighting, cooling, and fan energy use to daylighting, in an
office zone depending on the following zone characteristics :

• Floor Area (m2)

• Orientation (azimuth)

• Floor Condition (middle or top floor)

• Office Depth (distance from exterior to interior wall, m)

• Lighting Power (W/m2)

• Lighting Level (lux)
• window-to-wall ratio

• Overhang ratio

• Glass shading coefficient
• Glass visible transmittance

As an example, Figure 8-10 shows the results for a middle floor zone with an office depth of
6.1 m, a lighting power of 21.5 W/m2, and a required lighting level of 538 lux. The left plot shows
the base case energy uses per m2for cooling, fan, and lights as a function of the solar aperture of
the zone. The dotted line indicates the effects of an overhang ratio of 1 (i.e., an overhang extend-
ing out 1.5 m above a 1.5 m high window). The right plot shows the modified energy uses once
the energy savings from daylighting have been subtracted. Note that although cooling and fan
energy use still increase with zone solar aperture, the reductions in lighting energies more than
compensate for these increases, so that there is a minimum total energy use at a solar aperture of
20. Beyond that aperture, increases in lighting energy savings become progressively smaller,
while cooling energy uses continue in linear fashion, so that total energy use again rises.

The case shown in Figure 8-10 is made more dramatic by the relatively high lighting wat-
tage. The optimum daylighting design for a particular building or zone depends heavily on the
zone characteristics, as well as economic trade-offs between the saved energy costs and the
increased first costs for daylighting controls. The intent behind this work is not to make specific
guidelines, but to provide architects and engineer with a simplified calculation tool to make those
decisions.

TEST OF REGRESSION MODEL

The above methodologycan be used to estimate the base case cooling loads and energy use, as
well as the savings in lighting, cooling, and fan energy use for office buildings of various
configurations and conditions. To test the reliability of the procedure, DOE-2 simulations were
done for two test office buildings that differed markedly from the symmetrical prototype floors, and
the results then compared to estimates using the described methodology.

The first test building is a ten-story high-rise office with a rectangular floor plan and a high
aspect ratio of 2.5 to 1. The second is a low-rise L-shaped building of four stories, with two wings
facing south and west (Figure 8-11). For the test DOE-2 simulations, the operating conditions and
simulation methodology were kept identical to those used for the prototype building. To test the
reliability of the simplified methodology for various solar load conditions, three different window-
to-wall ratios were used for the test rectangular building and five for the L-shaped building. These
include a low solar aperture of 0.20 window-to-wall ratio and a shading coefficient of 0.40 (i.e.,
tinted glass), an average solar aperture of 0.40 window-to-wall ratio and a shading coefficient of
0.80 (i.e., double glazing or slightly tinted glass), and a nigh unsymmetrical distribution with a 0.60
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window-to-wall ratio and a shading coefficient of 1.00 on the north and south walls, but no win-
dows at ali on the east and west walls. For the L-shaped building, the effects of 1.67 m (5 ft.)
overhangs were also tested.

Tables 8-9 and 8-10 give the results for this comparison. Compared to the detailed DOE-2
results, the simplified regression method show almost no error for the lighting energy savings,
except for the 9% difference in the L-shaped building with large overhangs over small windows.
The maximum differences in total cooling loads are 5% for the rectangular and 12% for the L-
shaped building, in both bases at small solar apertures. The differences in cooling and fan ener-
gies are higher, averaging 7-8% for the nine test cases but up to 18% in several instances. In the
more critical areas of cooling load reductions and energy savings, the simplified approach on
average give results within 6% for the rectangular and 12% for the L-shaped buildings. The differ-
ences in fan energy savings are often large in percentages, but comparable to those for cooling
energy in absolute terms.

The lack of any significant error in the estimation of lighting energy savings is to be
expected, since these are dependent only on the zone solar loading and installed wattage, and
hence independent of building configuration once they have been properly adjusted by the floor
area, size, and orientation of each zone. The errors in the other parameters are due to interactions
among building zones that are impossible to address without detailed hourly simulations. For a
simplified tool to provide design guidance to architects and engineers, the level of accuracy found,
< 10%, is quite acceptable. Since this level applies to both totals as well as the estimated savings,
the procedure will not be giving the wrong signals or lead to improper designs.

CONCLUSIONS

A data base of DOE-2 simulationsof the energy impactsof daylightingin Singaporeoffice
buildingshasbeen created,and a simplifiedmethodologydevelopedfor extrapolatingthatdata to
office buildingsof differentconfigurations.This methodologyestimatesthe basecase coolingload
and energy, and the savingsin lighting,cooling,and fan energy use on a zone-by-zone basis,
whichare then aggregatedto givethe totalsfor a particularbuildingof any size and shape. A test
of this methodfor two verydifferentbuildingdesigns show that it is accurateto wellwithin10%.

This regressionprocedureis designedfor use in a microcomputer-baseddaylightingdesign
tool. Such a toolwill give architectsand engineersa quick and reliablemethodfor assessingthe
energybenefitsof differentdaylightingdesigns, and assist them in developingdesigns that utilize
daylightingto its full potential. The prospectivetool can also incorporatesome simple economic
calculationsthat can encourageusers to considerdaylightingfrom an economicspointof view,
andweigh itscost-benefitscomparedto other conservationstrategies.
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Figure 8-1. Sketch of Prototyplcal Office Modules
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Figure 8-2. Base Case Cooling Loads for Middle Floor South Zone
(Lighting Power 21.53 W/m2)
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Figure 8-3. Base Case Cooling Energy Use Compared to Cooling Loads
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Figure 8-4. Lighting Energy Savin_lsfor Middle Floor South Zones with
Lighting Power of 21,5 W/m" and Lighting Level of 538 lux
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Figure 8-5. Lighting Energy Savings from Daylighting for Middle Floor
South Zone (0.33 Overhang Ratio)
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Figure 8-6. Cooling Load Reductions from Daylighting
for Middle Floor South Zone (0.33 Overhang Ratio)
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Figure 8-7. Cooling Load Reductions from Daylighting
for Middle Floor Core Zones (0.0 Overhang Ratio)
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Figure8-8.CoolingEnergySavingsComparedto CoolingLoad Reductions
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Figure 8-9. Fan Energy Savings Compared to Cooling Load Reductions
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Figure 8-10. Net Energy Use In Middle Floor South Zone with Daylighting
(Depth 6.1 m, Lighting Power 21.5 W/m2, Lighting Level 538 lux)
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Figure 8-11. Test Buildings to Verify Daylighting Analysis Methodology
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Table 8-1. Operating Conditions of Prototype Office Building

Cooling
Hour Infiltration * Occupancy ** Lighting** Setpoint('C) Fans *

MONDAY-FRIDAY
1-5 1 0.00 0.05 37 0

6 1 0.00 0.10 37 0
7 0 0.10 0.10 25 1
8 0 0.20 0.30 25 1

9-12 0 0.95 0.90 25 1
13 0 0.50 0.80 25 1

14-17 0 0.95 0.90 25 1
18 1 0.30 0.50 37 0
19 1 0.10 0.30 37 0
20 1 0.10 0.30 37 0
21 1 0.10 0.20 27 0
22 1 0.10 0.20 37 0
23 1 0.05 0.10 37 0
24 1 0.05 0.05 37 0

SATURDAY
1-5 1 0.00 0.05 37 0

6 1 0.00 0.05 37 0
7 0 0.10 0.10 25 1
8 0 0.10 0.10 25 1

9-12 0 0.90 0.90 25 1
13-17 1 0.10 0.15 37 0

18 1 0.05 0.05 37 0
19 1 0.05 0.05 37 0

20-24 1 0.00 0.05 37 0

SUNDAY
1-6 1 0.00 0.05 37 0

7-18 1 0.05 1.00 37 0
19-24 1 0.00 0.05 37 0

on, 0 = off.
Decimal indicates percentage of maximum occupancy or lighting power.
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Table 8-2: Physical Characteristics of Prototype Office Building

Walls:
External (structural) : 0.8 cm (0.3 in) blackened glass, 1.9 cm (0.75 in) air layer, 25 cm

(9.75 in) brick, 1.3 cm (0.5 in) plaster.

Total R = 0.54 m2.°K/W (3.1 hr._.°F/Btu)

External (infill) : 0.8 cm (0.3 in) blackened glass, 1.9 cm (0.75 in) air layer, 10 cm
(4 in) brick, 1.3 cm (0.5 in) plaster.
Total R = 0.55 m2.°WW (3.1 hr.ft2.°F/Btu)

Internal: 1.6 cm (0.6 in) gypsum board, 4 in air layer, 1.6 cm (0.6 in) gyp-
sum board.

Total R = 0.49 m2.°K/W (2.7 h._ °F/Btu)

Roofs : 1.27 cm (0.5 in) roof gravel, .95 cm (0.38 in) built up roofing, R5
polystyrene insulation, 15.2 cm (6 in) concrete 10.2 cm (4 in), air
layer, 1.3 cm (0.5 in) acoustic tile.

Total R = 1.62m2'°K/W (9 hr._.°F/Btu)

Floors : 20 cm (8 in) concrete floors.

Total R = 0.5m 2"°K/W(2.8 h._ °F/Btu)
Absorptivity

Walls: 0.45
Roofs :0.30

Infiltration: 0.6 air changes per hour when fans off.
Windows:

No. of panes: single glazing
Glassconductance: 6.13 W/m2"°K(1.1 Btu/h._ °F)
Windowsetback: none

Systems:
Outsideair: 2.9 lit/sec(7 cfm) perperson
Coolingsetpoint: 25.6°C (78°F)
Nightsetback: 37°C (99°F)
Economizer: None
ChillerCOP: 4.17 (notincludingfansand pumps)
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Table 8-3. Design Variations Analyzed In
Creating the DOE-2 Daylighting Data Base

Buildingparameter Range
3 PerimeterZone Depths : 3.66, 6.10, and9.14 m

(12, 20, and30 ft)
11 WindowConditions : WWR from.00 to 60, SC from0.2 to 1.00,

TVIS from0.02 to 0.80 (seeTable 8-4)
3 WindowOverhangRatios* : .0, .33, and 1.0
3 LightingPowers : 10.8, 21.5, and32.3 watts/m2

(1, 2, and3 watt/ft=)
3 LightingLevels : none (no daylighting),

323 and538 lux

i (30 and50 foot-candles)

• overhangratio= overhangprojection/verticaldistancefromoverhangto bottomofwindowsill.

Table 8-4. Glazing Conditions Analyzed in DOE-2 Daylighting Data Base

Window/ Solar Daylighting
Wall Ratio Shad. Coef Vis.Trans. Glazing aperture aperture

Case (WWR) (SC) (TVIS) distrib. (WWRxSC) (WWRxTVIS)

1 0 * * equal .00 .000
2 10 0.40 0.27 equal .04 .027
3 20 0.40 0.27 equal .08 .054
4 20 0.60 0.40 equal .12 .080
5 30 0.60 0.40 equal .18 .120
6 30 0.80 0.54 equal .24 .162
7 40 0.80 0.54 equal .32 .216

8 40 1.00 0.90 equal .40 .360
9 60 1.00 0.90 equal .60 .540

10 0 EW, 1.00 NS, 0.90 NS, unequal .00 EW, .00 EW,
60 NS .60 NS .54 NS

11 0 NS, 1.00 EW, 0.90 EW, unequal .00 NS, .00 NS,
60 EW .60 EW .54 EW

• SCandTVISarenotapplicablewhenWWRis0.
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Table 8-5. Regression Coefficients for Base Case Cooling Loads

Zone Off. Depth (m) 1_1 132 133 I_4

M IDN 3.66 499.54 7.496 993.12 -0.979
6.10 377.51 7.617 555.77 -1.073
9.14 378.32 7.934 351.27 -1.021

M IDS 3.66 497.69 7.528 930.77 -0.921
6.10 378.07 7,565 517.74 -1.017
9.14 378.87 7.907 325,22 -0.951

MIDE 3.66 507.50 7,202 934.92 -0.900
6.10 385.38 7.451 522.18 -0.976
9.14 382.10 7.950 332.33 -0.927

MIDW 3.66 493.43 8.100 1886.85 -0.7E_3
6.10 371.58 8.110 1050.11 -0.797
9.14 376.61 8.172 682.23 -0.854

MIDNE 3.66 525.98 5.581 801.53 -0.746
6.10 396.88 6,014 455.28 -0.868

9.14 390.76 6.702 289.48 -0.833

MIDNW 3.66 528.03 5.960 1151.55 -0.573
6.10 394.63 6.317 667.85 -0.748
9.14 393.86 6.735 432.81 -0.835

MIDSE 3.66 525.75 5.417 784.08 -0.731
6.10 396.69 5.985 439.40 -0.832
9.14 390.31 6.715 277.91 -0.792

MIDSW 3.66 523.61 6.058 1114.84 -0.549
6.10 394.76 6.282 651.46 -0.697
9.14 394.33 6.705 424.18 -0.802

MIDCO 0.81 * 326.31 10.221 42.79 -0.416
0.44 * 323.28 10.473 55.39 -0.451
0.25 * 323.91 10.740 71.23 -0.543

TOPN 3.66 510.58 6.977 1004.54 -1.175
6.10 391.69 6.821 548.70 -1.379
9.14 394.80 6.908 334.07 - 1.370

TOPS 3.66 512.78 6.796 940.44 -1.164
6.10 392.75 6.757 505.30 -1.334
9.14 395.38 6.889 305.18 -1.305

TO PE 3.66 519.09 6.657 978.94 -1.240
6.10 397.66 6.678 539.35 -1.336
9.14 398.61 6.878 329.32 -1.283

TOPW 3.66 495.78 7.366 2030.42 -0.875
6.10 375.81 7.398 1087.64 -0.948
9.14 385.35 7.265 666.47 -1.015

TOPNE 3.66 528.70 5.552 794.03 -0.924
6,10 404.73 5.571 448.86 - 1.109
9.14 402.44 5.979 277.08 -1.113

TOPNW 3.66 528.14 5.819 1171.23 -0.667
6.10 398.37 5.900 659.74 -0.891
9.14 400.92 6.083 414.75 -1.057

TOPSE 3.66 532.04 5.165 779.02 -0.937
6.10 404.82 5.527 428.84 -1.103
9.14 402.04 5.998 262.97 -1.077

TOPSW 3.66 525.17 5.776 1141.34 -0.634
6.10 397.57 5.919 641.34 -0.813

9,14 401.26 6.052 406.20 -0.964

TOPCO 0.81 * 359.11 9.305 19.40 -0.526
0.44 * 357.21 9.478 29.18 -0.572
0.25 * 358.48 9.669 41.57 -0.736

• = Core Area Ratio.
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Table 8-6. Linear Coefficients for Base Case Cooling and Fan Efficiency

Cooling Energy Fan Energy
Zone Depth (m) 131 _2 * 100 _1 _2 * 100

MIDN 3.66 3,300 6.634 -13.083 3.710
6.10 3.327 6.472 -5.422 3.092
9.14 3.472 6.350 -1.962 2,459

MIDS 3.66 3.476 6.607 -13.034 3.697
6,10 3.542 6.429 -5.221 3.050
9.14 3.691 6.304 "1.529 2.380

MIDE 3.66 4.111 6.509 -9.215 3.133
6.10 4.001 6.333 -2.328 2.541
9.14 4.259 6.213 -0.009 2.123

MIDW 3.66 1.828 6.808 -21.581 4.796
6,10 2.082 6,670 -13.304 4.384
9.14 2.494 6.508 -9.079 3.661

MIDNE 3,66 49.747 6.650 -9.273 3.213
6.10 19.538 6,170 -2.370 2.597
9.14 9.006 6.141 0.467 2.068

MIDNW 3.66 45.769 7.270 - 16.180 4.166
6.10 16.383 6.732 -8.120 3.598
9.14 7.457 6.400 -3.853 2.811

MIDSE 3.66 49.802 6.622 -9.402 3.219
6.10 19.603 6.150 -2.252 2.568
9.14 9.130 6.112 0.762 2.012

M IDSW 3.66 45.962 7.198 -16.466 4.194
6.10 17.057 6.607 -8.500 3.657
9.14 8.012 6.304 -3.973 2.824

MIDCO 0.81 * 1.726 6.009 4.733 1.236
0.44 * 2,241 5.978 4.511 1.271
0.25 * 3.200 5.977 4.197 1.317

TOPN 3.66 2,876 6,703 -14.375 3.916
6.10 2.857 6.569 -6.772 3.349
9.14 2.826 6.478 -3.288 2.714

TOPS 3.66 3.040 6.676 -13.920 3.838

6.10 3.095 6,521 -6.343 3.267
9.14 3.126 6.420 -2.546 2.583

TOPE 3.66 3.792 6.562 -10.442 3.309
6.10 3.526 6.442 -3.820 2.814
9.14 3.523 6.351 -0.724 2.262

TOPW 3.66 1.143 6,914 -23.393 5.104
6.10 1.097 6.856 -16.176 4.948
9.14 1.418 6.714 -12.830 4.369

TOPNE 3.66 49.659 6.697 -9,731 3.299
6.10 19.163 6.249 -2.981 2.721
9.14 8.552 6.232 -0.065 2.174

TOPNW 3.66 45.052 7.413 - 17.722 4.423
6.10 15.313 6.953 -10.396 4.041
9.14 6.510 6.597 -6.194 3.258

TOPSE 3.66 49.599 6.672 -9,608 3.260
6.10 19.304 6.220 -2.615 2.644
9.14 8.693 6.203 0.466 2.077

TOPSW 3.66 45.411 7.321 -18.312 4.496
6.10 16.096 6.803 -10.987 4.146
9.14 6.988 6.501 -6.798 3.361

TOPCO 0.81 * 1.198 6.121 4.039 1.371
0.44 * 1.921 6.050 4.022 1.368
0.25 * 2.935 6.038 3.942 1.374

• = Core Area Ratio,
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Table 8-7. Regresslon Coefflclents for _ Llghtlng Energy

ALE - 131'LP'(1- e (1+p, OHn. 13,.OHR').(p_+ I_,LL).DA))

Depth
Zone (m) 131 132* 10 I_3 134 135"10
North 3.66 -1.655 -0.466 -0.243 -50.29 0.583

6.10 -1.646 -0,883 -0.106 -32.99 0,384
9.14 -1.647 -1.61 7 0.006 -21.28 0.253

South 3.66 -1.641 -0,074 -0.300 -55.18 0.632
6.10 -1.632 -0.551 -0.157 -35.95 0.415
9.14 -1.631 -1.354 -0,042 -23.18 0.273

East 3.66 -1.723 -0.110 -0.344 -69.41 0.837
6.10 -1.732 -0.368 -0.212 -43.03 0.514
9.14 -1.749 -1.033 -0.108 -26.61 0.318

West 3.66 -1.595 0,250 -0.269 -55.50 0.576
6.10 -1.573 -0.299 -0.151 -40.42 0.438
9.14 -1.553 -0.838 -0,067 -27.01 0.299

North- 3.66 -1.699 0.768 -0.424 -77.18 0.771
east 6.10 -1.686 -0.643 -0,220 -61.96 0.764

9.14 -1.686 -1.477 -0.108 -38.72 0.490
North- 3.66 -1.633 -0.022 -0.207 -47.41 0.434
west 6.10 -1.605 -0,352 -0.150 -39.49 0.412

9.14 -1.588 -1.182 -0.066 -28.99 0.329

South- 3.66 -1.691 0.009 -0.286 -61.20 0.612
east 6.10 -1.682 -0.366 -0.243 -51.13 0.611

9.14 -1.702 -1.598 -0.118 -33.72 0.428

South- 3.66 -1.632 0.149 -0.224 -48.05 0.421
west 6.10 -1.602 -0.288 -0.1 68 -40.98 0.415

9.14 -1.580 -1.098 -0.092 -30.97 0.347
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Table 8-8. Regression Coefficients for A Cooling Loads

Zone Depth I]1 132* 100 Zone Depth I]1 I]2 * 100
MIDN 3.66 2.141 0.3066 TOPN 3.66 1.975 0.5753

6.10 2.293 0.3396 6.10 2.163 0.4278
9.14 2.414 0.3764 9.14 2.332 0.3052

MIDS 3.66 2.101 0.4795 TOPS 3.66 2.011 0.3954
6.10 2.268 0.4422 6.10 2.132 0.5769
9.14 2.384 0.4865 9.14 2.263 0.5050

MIDE 3.66 2.075 0.5844 TOPE 3.66 1.974 0.5585
6.10 2.193 0.5862 6.10 2.079 0.6293
9.14 2.285 0.6166 9.14 2.200 0.5870

MIDW 3.66 2.362 -0.1533 TOPW 3.66 2.136 -0.2106
6.10 2.481 -0.2357 6.10 2.385 -0.4620
9.14 2.638 -0.3043 9.14 2.556 -0.5364

MIDNE 3.66 1.849 0.6744 TOPNE 3.66 1.745 0.5662
6.10 2.099 0.3549 6.10 1.935 0.5041
9.14 2.170 0.4924 9.14 2.039 0.5804

MIDNW 3.66 1.930 0.8329 TOPNW 3.66 1.759 0.8927
6.10 2.110 0.7182 6.10 1.980 0.6901
9.14 2.244 0.6131 9.14 2.156 0.5540

MIDSE 3.66 1.884 0.5476 TOPSE 3.66 1.735 0.6427
6.10 2.070 0.4427 6.10 1.915 0.5217
9.14 2.132 0.5727 9.14 1.993 0.6362

MIDSW 3.66 1.954 0.7930 TOPSW 3.66 1.770 1.0283
6.10 2.090 0.8666 6.10 1.959 0.9220
9.14 2.221 0.8249 9.14 2.131 0.7653

MIDCO 0.81 * 0.267 -19.276 TOPCO 0.81 * 0.193 -11.979
0.44 * 0.312 -24.818 0.44 * 0.216 -15.173
0.25 * 0.357 -21.782 0.25 * 0,247 -15.112

• Core Area Ratio.
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Table 8-9. Comparison of DOE-2 to Interpolated Loads and Energies
for Test Rectangular Building (10 stories, 4816 m2)

Window-to-WallRatio (WWR) .20 .40 .60/.00
Shad. Coeff (SC) 0.4 0.8 1.0
Total Vis. Trans. (TVIS) 0.27 0.54 0.90

Cooling Loads (GJ)
DOE-2 2652.1 3494.1 3755.2
Interpolated 2797.6 3567.5 3839.3
Delta 145.5 73.4 84.1
Percent Delta (5.5) (2.1) (2.2)

Cooling Energies (MWh)
DOE-2 185.81 244.29 262.66
Interpolated 220.68 272.13 289.79
Delta 34.9 27.8 27.1
Percent Delta (18.8) (11.4) (10.3)

Fan Energies (MWh)
DOE-2 58.12 92.98 106.73
Interpolated 53.07 82.09 90.47
Delta -5.0 -10.9 -16.3
Percent Delta (-8.7) (-11.7) (-15.2)

Lighting Energy Savings (MWh)
DOE-2 45.50 52.93 44.50
Interpolated 44.68 51.34 43.79
Delta -0.8 -1.6 -0.7
Percent Delta (-1.8) (-3.0) (-1.6)

Cooling Load Reductions (GJ)
DOE-2 100.66 127.81 102.37
Interpolated 99.40 113.33 95.25
Delta -1.3 -14.5 -7.1
Percent Delta (-1.3) (-11.3) (-7.0)

Cooling Energy Savings (MWh)
DOE-2 6.73 8.49 6.76
Interpolated 6.60 7.53 6.34
Delta -0.1 -1.0 -0.4
Percent Delta (-1.9) (-11.3) (-6.2)

Fan Energy Savings (MWh)
DOE-2 1.59 3.26 2.77
Interpolated 3.59 4.12 3.42
Delta 2.0 0.9 0.6
Percent Delta (125.8) (26.4) (23.5)
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Table 8-10. Comparisons of Test DOE-2 Results to Interpolated Values
for L-Shaped Building (5050 m2)

No Overhang 1.67 m Overhang
Window-to-Wall Ratio (WWR) .20 .40 .60/.00 .20 .40 .60/,00
Shad. Coeff (SC) 0.4 0.8 1,0 0.4 0.8 1.0
Total Vis.Trans.('l'VIS) 0.27 0.54 0.90 0.27 0.54 0.90
CoolingLoads (GJ)

DOE-2 2443,5 3100.6 3011.2 2367.3 2804.9 2785.9
Interpolated 2708,2 3382.6 3030.8 2609.2 2986.5 2761.1

Delta 264.7 282.0 19.6 241.9 181,6 -24.8
PercentDelta (10.8) (9,1) (0.7) (10.2) (6.5) (-0.9)

CoolingEnergies(MWh)
DOE-2 176,55 222.49 216.14 171.65 201.98 200,99
Interpolated 208.45 253.20 230.79 201,88 226.93 211.82
Delta 31.9 30,7 14.7 30.2 25,0 10.8
PercentDelta (18,1) (13.8) (6.8) (17,6) (12,4) (5.4)

Fan Energies(MWh)
DOE-2 58.86 85,19 84.05 57,50 72.98 74.81
Interpolated 53,56 78.81 63.03 49.85 63.99 54.35

Delta -5.3 -6.4 -21.0 -7.6 -9.0 -20.5
PercentDelta (-9.0) (-7.5) (-25.0) (-13.3) (-12.3) (-27.3)

LightingEnergySavings(MWh)
DOE-2 32.83 47.40 22.79 27,94 46.48 22.58
Interpolated 32.95 48.51 23.15 30.56 48,03 22.40
Delta 0.1 1.1 0.4 2.6 1.6 -0.2
Percent Delta (0.4) (2.3) (1.6) (9.4) (3.3) (-0.8)

CoolingLoadReductions(GJ)
DOE-2 76.87 122.41 56.28 01.42 116.58 55.19
Interpolated 75,95 111.04 51.11 70.46 109,95 49.50

Delta -0.9 -11,4 -5.2 9.0 -6,6 -5.7
PercentDelta (-1.2) (-9.3) (-9.2) (14.7) (-5.7) (-10.3)

CoolingEnergySavings(MWh)
DOE-2 5.32 8.06 3.73 3.87 7.68 3.63
Interpolated 4.99 7.30 3.37 4.63 7.23 3.26
Delta -0,3 -0.8 -0.4 0.8 -0.4 -0.4
PercentDelta (-6.2) (-9.4) (-9.7) (19.6) (-5.9) (-10.2)

Fan EnergySavings(MWh)
DOE-2 1.12 3.28 1.65 0,78 2.94 1.57
Interpolated 2.64 3.89 1.70 2.46 3.85 1.65

Delta 1.5 0.6 0.1 1.7 0,9 0.1

Percent Delta (135.7) (18.6) (3.0) (215.4) (31.0) (5.1) _.
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CHAPTER 9: IMPROVING THE PERFORMANCE OF AIR-CONDITIONING

SYSTEMS IN AN ASEAN CLIMATE

J.F. BuschandM.L. Warren*
EnergyAnalysisProgram
AppliedScienceDivision

LawrenceBerkeleyLaboratory
Berkeley,California94720

ABSTRACT

This paper describesan 3nalysisof air-conditioningperformanceunderhot andhumidtropicalcli-
mate conditionsappropriateto the Associationof South EastAsian Nations(ASEAN) countries.
This region,withover 280 millionpeople,has oneof the fastesteconomicandenergyconsump-
tion growth rates in the world. The work reportedhere is aimed at estimatingthe conservation
potentialderived from good design and controlof air-conditioningsystemsin commercialbuild-
ings.

To test the performanceof differentair-conditioningsystemtypesandcontroloptions,whole
buildingenergy performancewas simulatedusingDOE-2. The 5,100 m2 (50,000 ft2) prototype
office buildingmodule was used in earlier commercial buildingenergy standardsanalysis for
Malaysiaand Singapore. In general,the weather patternfor ASEANcountriesis uniform,withhot
and humidair massesknownas "monsoons"dictatingthe weatherpatterns. Since a concentra-
tion of cities occursnear the tip of the Malaypeninsula,hourlytemperature,humidity,and wind
speed data for Kuala Lumpurwas used for the analysis.Becauseof the absence of heatingloads
in ASEAN regions,we have limitedair-conditioningconfigurationsto two-pipefan coil, constant
volume,variableair volume(VAV), poweredinduction,and ceilingbypassconfigurations.Control
strategieswere varied to determinethe conservationpotentialin bothenergyuse and peak elec-
tric power demands.Sensitivitiesincludingfan control,pre-coolingandnightvs_ltilation,supplyair
temperature control,zone temperatureset point,ventilationand infiltration,daylightingandinter-
nal gains, and systems;zingwere examinedand comparedwith a basecase that was a variable
air volumesystemwithno reheator economizer.Comfort issues,suchas over-coolingandspace
humidity,werealso examined.

VAV systemsclearlyhave the best performanceminimizingenergy use while maintaining
comfort conditions.Excess outdoor air in this humid climate has a significantenergy penalty.
Two-pipe fan coil units have the lowestenergy consumptiondue to fan energysavingsand low
latentcoolingcapacity, but performpoorlyduringmorningpull-downperiods. Large fan energy
savingsfor ali systemscan be obtainedby usingsupplyair temperaturesas lowas 7°C (45°F). A
combinationof system conservationmeasures incorporatedinto one buildingsaved 14% of
annualenergyand 16% on peak power. Otherresultsof the analysiswill be discussed.

INTRODUCTION

The countriesof the Associationof South East Asian Nations (ASEAN), Indonesia,Malaysia,the
Philippines,Singapore,andThailand, withover 280 millionpeople,are amor,g the fastestgrowing
regionseconomicallyandinterms of energyuse. With the elevatedstandardof living,the number
of air-cc,lditionedcommercial buildingshas increased dramatically. In this hot humid climate,
more than50% of the energyuse of Western-stylebuildingsgoesforair-conditioning.

Besides increasingthe overall energyin'ensityof commercialbuildings,the installationof
electricair-conditioningadds to the peak electricaldemandof the country'spowersystemforthe
life of the budding. This can place a significantcapital burden on the country,to providethe

* Formerly with Lawrence Berkeley Laboratory, currently with ASI Controls, San Ramorl, CA.
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additional generation capacity to meet this demand. Thus, measures that reduce peak cooling
loads and electrical demandsof new commercialbuildingswill reducedemands for capitaland
foreign-exchangefor importedenergysourcesand providegreateropportunitiesfor makingeffec-
tive use of limited indigenousresources.Therefore, energy conservationfor air-conditioningin
SoutheastAsiancommercialbuildingshas publicplanningand policysignificance.

Energy-conservingprinciplesworked out in the developed worldare not always relevant
because of differencesin climateand structureof economies. Whilea majorconcernin tropical
buildingdesignfor energyefficiencyis the mitigationof coolingloads,eitherthroughthe envelope
or internally-generated,we concernourselveshere ol_lywith the performanceof the mechanical
systemsthat cope with the loads that do appear. We attemptto identify,througha parametric
study,the impactof someair-conditioningoperatingstrategiesandequipmentchoiceson energy
use andcomfort levels inASEAN climates.

This paperdescribesissuessurroundingair-conditioninguseand developspreliminarysolu-
tions and guidelinesfor future work withinthe contextof a largercollaborativeresearcheffort
between the LawrenceBerkeleyLaboratoryand researchers,practitioners,and policymakersin
the ASEAN countries. The project,whichis fundedby the U.S. Agencyfor InternationalDevelop-
ment,seeksto developworkableconservationpoliciesfor commercialbuildings'energyuse inthe
region. While policyoptionswill not be directlyaddressed in this study,we are aware that the
conditionsfor realizingthe energy-savingpotentialof the measuressuggestedhereare oftenlack-
ing and will requireskilledattention. For instance,lowestfirst cost is a powerfuldrivingforce for
the designof air-conditioningsystems,andthusthe mostefficientand cost-effectiveoptions(over
the building's life-cycle) are often overlooked.Also, those with responsibilityfor operatingand
maintainingair-conditioningequipmentmay notbe rewardedfor efficientoperation.

What follows is an explanationof our approachand methodologyfor estimatingthe air-
conditioningconservationpotential,some resultsfrom an informalsurvey of installedsystemsin
ASEAN and from oursimulationwork,and recommendationsfor further research.

METHODOLOGY

In orderto test a numberof air-conditioningsystemtypes and widevarietyof controloptions,we
simulated building energy performance using a state-of-the-artcomputer model. We chose
whole-buildinganalysis over a system-onlysimulationto give a more comprehensivepicture of
the energysavings potential. Our analysisconsistsof three elements:the DOE-2.1C computer
model, a prototypeofficebuildingmodule used in earlierstudiesof commercialbuildingenergy
standardsfor Malaysiaand Singapore,and measuredhourlyweather for KualaLumpur. Eachof
these is describedbelow. Our approachwasto varythe importantsystemconfigurationandcon-
trolparametersin individualsimulationsto determinethe conservationpotentialinenergyuse and
peak power demandsand thento comparethe performanceof these options.We alsocompared
the performanceof thedifferentgenericsystemtypes usingcomparableinputassumptions.Com-
fort issues such as overcoolingand space humiditylevelsare also discussed. Because of the
absenceof heatingloads inthe ASEAN region,we havelimitedthe typesof air-conditioningsys-
tems. For instance,four-pipefan coilunits,heat pumps,or dual-ductsystemsare rarelyused in
the regionand were ignored.

DOE-2

The DOE-2.1C programsimulatesthe thermodynamicbehaviorof a building[1,2]. lt doesthisby
approximatelysolvingthe mathematicalrelationsdescribingthe non-linearflows of heat through
and amongali the building'ssurfaces and enclosedvolumes,drivenby a variety of heat sources,
both internaland external. Hour-by-hourcalculationsare performed in four sequentialmodules,
LOADS, SYSTEMS, PLANT, and ECONOMICS. Inthe LOADS module,the instantaneousheat-
ingand coolingloadsare calculatedandthen modifiedto incorporateddynamiceffectsof thermal
mass throughthe use of weightingfactors. These loadsare calculatedat a singlespace tempera-
ture setting. The SYSTEMS module calculatesthe heat extraction/additionof the coils while
reconcilingthe varying temperatureset pointsand humiditylevels from actualsystem operation
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and schedules. Fuel requirementsof the primaryheating andcoolingequipmentand pumpsare
determinedin PLANT, whileannualoperatingenergyand life-cyclebuildingcostsare evaluatedin
ECONOMICS.

The programwas employedhere notonly becauseof the varietyof HVAC systemsandcon-
trol optionsavailable,but also becauseof the demonstratedaccuracyof the code in numerous
validationeffortsand relativeease of use.

ASEAN Weather Data

In general, the weather pattemfor ASEAN countriesis quiteuniformthroughoutthe year,
comparedto temperateclimatezoneswithdistinctsummerandwinterseasons.Hotandhumidair
massesknownas "monsoons"dictatethe weather patterns. The countriescloserto the equator
receivetwo differentmonsoonseasonsoriginatingfrom differentcompass directions,whilethose
furtheraway from the equatorgenerallyonlyexpE)rienceone. Therefore,somedistinctionscan be
made between climatesin the region. The clim_atetendsto be hot and humidali year long,with
monthlyaverage wet-bulbtemperaturevaryingfrom 75.5 °F to 78.4 °F in Singaporeand 74.1 °F
to 76.9 °F in Kuala Lumpur,Malaysia. Otherareas have moreseasonalweatherpatternsthatare
humid during the wet season but have a cooler, drier season. In Chiang Mai, Thailand, the
monthlyaveragewet bulbtemperatureinthe wetseason rangesfrom73.5 °F to 74.3 °F fromApril
to September, but dropsto 63.9 and 62.1 °F irl December and January, respectively,and stays
below68 °F throughMarch. The rest of the metropolitanarea climatesin the ASEAN regionfall
between these extremes. However, since,a concentrationof cities occurs near the tip of the
Malay peninsula(principallyKuala Lumpur,Singapore,_.ndJakarta), we selected Kuala Lumpur
as ourrepresentativesite.

For the purposes of this studywe used temperature,humidity,and wind-speeddata from
Kuala Lumpu[to representa typical hot humiclclimate. Solargainsplay an importantrole inthe
buildingcoolingloads,and obtaininggoodsolar data was oneof the objectivesof researchunder-
taken in the ASEAN region.*Earlierresea(ch demonstratedthe inadequacyof using the DOE-2
cloud-covermodel as a substitutefor actualmeasureddata in the ASEAN region[3]. Withinthe
region,the only citywith reliableandverifiedsolardata consistentwiththe requirementsof DOE-
2mat the time this studywas conducted(1988)mwas Si;;gapore.Becauseof the closeproximity
of Kuala Lumpurto Singapore,Singaporesola=rdata was usedto simulatethe solarloads.

Malaysia Building Module

Simulationof an office buildingwas chosen to providea basis for evaluationof different
types of coolingsystems. Officebuildingsare the mostrepresentativecommercialbuildingtype in
ASEAN usingcentral systems.Hence, we used a prototypeofficebuilding,originallydeveloped
for analysisof standardsinSingapore [4],but later adaptedto Malaysia[5]. Featuresof the build-
ingwill be summarizedhere, but the interestedreader canfind more detailon the buildingin the
abovereferences.

The buildingis a ten-flooroffice complexwith a total of 55,000 ft2 (5,150 m2). A central
chilledwater VAV system is used with centralfans sized for 70,000 cfm (32.7 m_/s) withabout
230 tons (825 kW of cooling)providedby a centrifugalchiller.Air is suppliedto the zones at a
minimumof 55 °F (12.8 °C) (the actualsupplytemperaturebeingthat which adequatelycoolsthe
warmest zone at design flow rates) throughVAV boxes with minimumstopsat 50% of design
flow. Temperatures are controlledby zone thermostatsset at 75.2 °F (24 °C) duringoccupied
hoursand set-up to 99 °F (37 °C) otherwise. Fans are forward-curvedcentrifugaldesign,con-
trolledby means of inlet vanes. No economizercycle was used, because,unliketemperate cli-
mates,economizercyclesare notfeasiblein hot,humidones.

These system optionswere varied both for this and differentsystem types. The systems
with central fans include:single-zone,constant-volume;multiple-zone,constant-volume;variable

* See Chapter 5 in this Volume for a discussion of the Indonesianweatherdata-gatheringactivities.
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air volume; ceiling bypass VAV; powered inductionunit; and two-pipe powered induction,ali
withoutreheat. A two-pipe fan coilsystemwithnocentralfan was alsomodeled.

System-Type General Descriptions

Here we describethe systemsmodeled,their typicaloperatingstrategiesand controlset-
tings. More completeexplanationsare found inthe DOE-2 Reference Manual [2],ASHRAE Sys-
tems Handbook [6], and McQuiston[7]. We will identifyandhenceforthreferto the systemtypes
withthe mnemoniccodes used in DOE-2.

Single Zone Reheat (SZR/-/):

This is a constantvolumesystemwitha centralfan and coolingcoilthat respondsto meet
the coolingload in a specifiedcontrolzone. Aliotherzones are subordinateto the controlzonein
terms of thesupply-airtemperaturewithnoreheatavailable. Althoughinthe UnitedStates,these
systemsare usuallyinstalledwith reheatcapability,whichwouldundoubtedlyenhancezone tem-
peraturecontroland comfort conditionsin SoutheastAsia, the energyand cost penalty is con-
sidered too high for wide applicationin ASEAN countries. When these systems are installed
withoutreheat, thensome cvercoolingtypicallyoccurs.

Reheat Fan System (RHFS):

This system is also a constantvolumesystemwi__"a central fan and coolingcoil, but is a
multi-zonesystem. That is, the supply-airtemperatureis set accordingthe logicof oneof several
options,includingrespondingto the warmestzone'sneeds,whichwill changethroughoutthe day.
Again, noreheat issimulatedwiththissystem.

Variable Air Volume System (VAVS):

A variablevolumecentral fan and coolingcoil providesupplyair accordingto the particular
coolingcontrolstrategyfollowed. Zonecontrolis achievedvia individually-controlledVAV terminal
boxesin each space which controlair-flowby_hrottlingthe primarysupplyair downto a s_.'_ecified
minimumlevel.

Ce#ing Bypass Variable Volume (CBVAV):

This system is similarto the VAVS system, except that the primary air is suppliedat con-
stantvolumeandthe VAV terminalboxesbehavesomewhatdifferently.Whenthrottlingofthe pri-
maryair is calledfor, the correctamountof air is injectedintothe spaceand the excessisrejected
to the plenum.

Powered Induction Unit (P/U):

The PIU systemis yet anothervariationonthe basicVAVS system. There are bothparallel
and series types, but here we consideronlythe latter. The terminalboxis fitted with a smallfan
runningat constantspeed which drawsair fromtwo sources,the primarysupplyair streamand a
secondarysource. The secondarysourceis typicallya corezone returnair streamusingstandard
VAV boxes. The proportionof air drawnfromeach sourceis dependenton the coolingdemand.
The functionof thissystem is to providewarmair from interiorzones (thussavingreheatenergy)
and to increasethe air movement in zones normallyserved by VAV boxes. Obviously,with no
reheatbeingused anyway,the benefitsof thissystemcome inincreasedcomfort.

Two-Pipe Fan Coil ('/'PFC):

This is an all-waterterminalsystemconsistingof coiland fan locatedinthe zone. Tempera-
ture controlis achievedby throttlingthe flow of water throughthe coil.The fan operatesat con-
stantspeedacrossa lowstatichead.

Fan coil unitsare commonlyused in hotelroomsand otherzone coolingapplications.Typi-
cal fan coil installationsincludereheatto allowcontrolof both the sensibleand latentcoolingload
for the systems.When the reheatcoilsare omitted,eitherthe zone temperatureis controlledby
raisingthe effective coil temperature,thereby decreasingcooling with lighter loads but losing
dehumidification,or the coil is kept cold, thereby maintainingdehumidificationbut significantly
overcooling.
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Two-Pipe Induction Unit (TPIU):

This is a zonal air-watersystem, in whichcoolingis providedat boththe system andzone
levels. Primarysupplyair iscooledand de-humidifiedanddeliveredto an inductionboxlocatedin
eachspace. Room air is inducedover a zonecoilprovidingadditionalsensiblecoolingand mixed
withthe primary air.A keyparameteris the ratioof inducedroomair-to-primaryair simulated.

SYSTEMS TYPICAL TO THE ASEAN REGION

Effortswere made to identifythe types of mechanicalsystemthat are commonlyused in ASEAN
countries.A limitednumberof questionnaires(-30) were sent to leadingbuilding-energyprofes-
sionalsin each countryrequestingestimatesof the types of systemsand the configurationscom-
monly used based on the engineeringjudgmentof the respondent. Approximately65% of the
commercialbuildingsusesystemswithcentralfans andducts.Of these,35% haveVAV systems,
andthe resthave constantvolumeair distributionsystems.Of the 35% of buildingswithVAV sys-
tems, a littleover half used inletvane fan controlandthere is some use of variablespeed drives
(-8%) with the rest usingdischargedampers.Zone controlis achievedby on/offcontrols(38%)
and thermostats(62%). Typical thermostatsettingsare inthe range of 75.2 °F (24 °C). Very few
buildingsuse returnfans.

Estimatesindicatethat 35% of the commercialbuildingsuse systemswith no central fan.
Split-typesystemsare the mostpopularair conditionersof thiscategory,andare foundin 38% of
these buildings,followedbywindowunits(24%) andtwo-pipefan coil units(22%), the rest being
rooftopunits.

Most of theventilationair is suppliedthroughfixedoutside-airdampers,withventilationrates
designedfor 12 cfm/person(5.7 liter/s-person)onthe average. Economizercyclesand reheatare
simplynot used.

Packagedair-conditionersare commonly used in retail and small officebuildings.Chilled
water systemsare usedfor largerbuildings.In hotels,central fan systemsare usedfor meeting
and common areas andtwo-pipefan coil unitsare usedinguestrooms.Olderofficebuildingstend
to have singlezone constantvolumesystems,whilenewerconstructionutilizesVAV systemsin
largebuildingsandpackagedunitsin 5-storyandsmallerofficebuildings.

Designtrendsin the ASEAN region,basedon responsesto the above questionnaire,are in
the area of VAV systems,high-efficiencychillers(centrifugaland screw-type), variable speed
drivesfor pumpsandfans, andmoresophisticatedcontrols.

SIMULATION RESULTS

We evaluated HVAC system performanceundervariousassumptionsto establishthe sensitivity
of annual energy consumptionand comfortprovision.These assumptionsincluded:ventilation
rate, increase in infiltration,economizercycle, controlstrategyto determinesupply-airtempera-
ture, zone thermostatset point,coolingcoil controlstrategy,systemover- and under-sizing,fan
controlstrategy,internalgainsand daylighting,precooling,nightventilation,andzoning. We com-
bined several effective measures togetherto establisha high-performancecase. The different
systemtypes werethen runundervariousconditionsand comparedto the basecase.

Base Case System Performance

The base case systemagainstwhich othersystemsandalternativeoperatingstrategiesare
comparedis a VAV systemwith no economizercycleor reheat, inlet vane fan controlat a static

pressureof 11 cm-H20 (1080 Pa), a minimumfan volumeratioof 0.5, a supplyair temperatureof
55 °F (12.8 °C), a minimumoutsideair quantityof 10 cfrn/person(4.7 liter/s-person),andthermos-
tat set pointsof 75.2 °F (24 °C) daytimeand 98.6 °F (37 °C) nighttime,and represents"typical"
conditionsbasedon questionnaireresponsesandengineeringjudgement.

The 376 MWh of chiller coolingenergy constitutesover 40% of t_e total; lightingat 328
MWh uses36%; fans at 136 MWh use 15%;and the restis miscellaneousequipment.The build-
ing peakelectricaldemandof 354 kW occursMondayFebruary25 at 3 P.M. The controlof space
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temperaturesis good. With a zonethermostatsettingof 24 °C and throttlingrange of 1.1 °C, the
averagezone temperatureduringsystemoperatinghourswas75.2 OF(24 °C) and only4% of the
time wasthe temperaturebeyondthe throttlingrangein some zone. The abilityof the VAVS sys-
tem to handlethe highhumidityconditionsis also quitegood(see Table 9-3). More than 99% of
the time the relative humidityof the return-air,=s_thin 41-50%. Plant loadswere met 99.9% of
the hoursinthe one-yearsimulationperiod.

Sensitivity Analysis of Base-Case System Performance

The followingsensitivitieson the assumptionsin our base case buildingare shown in
Table 9-1.

Fan Control:

The base case assume inlet vane controlof supply fans. Fan control usingdischarge
dampers increasesfan energyuse by 38% andtotal energyusagemore than 7% overinletvane
control. Consequently,dischargedampersare seldomused in commercialbuildingapplications
to controlfan volume. Applicationof variablespeed fan controlsaves 13% of fan energyand3%
overall.The new variable-frequencymotordrive controllersprovideopportunitiesto take advan-
tage of these energy savings. Buildingpeak power is unchangedfor variable-speedfans but
increases2% with dischargedampers.

Pre-Cooling and Night Ventilation:

Pre-coolingthe buildingprior to occupancyone hour earlier than usual raises the total
energybudget by 2%, but saves 2% of the peak power. Startingthe pre-cooling2 hoursearlier
increasestotal energy by 3% and lowerspeak energybothby 3%, while 3 hoursof pre-cooling
resultsina 5.3% energypenaltyfor a 4.5% peak savings.

Anearlier study[8] identifiedMondaysas the mostlikelyday for a peakload to occurdue to
the "charging" of buildingthermal mass over the weekendwhen coolingsystemsare normally
turned off. Therefore, undera scenariowhere one hourof pre-coolingwas undertakenon Mon-
days only, peak power went down 2%, with no significantincrease in energy use. Lengthening
the pre-coolingperiod on Mondays had little benefit in terms of reducingthe buildingpeak but
increasedtotalenergypenalty.

Startingthe fans alone priorto occupancyin an "optimal"fashion (thatis, byspecifyingthat
they be turnedon only when there is justenoughtime to coolthe majorityof the zones downto
theirday-time set-pointsand no sooner)has the identicalend resultas the one-hourpre-cooling
scenario.

Due to the fact that duringthe fan-off hours,zonetemperaturesaveraged3.5 °C higherthan
outdoortemperatures,it seemedthat nightventilationmightbea viablestrategyfor reducingpeak
power due to morning "pull-down" under certain conditions(i.e., provided there was a net
enthalpyloss). A controlstrategy,wherebythe buildingwas mechanicallyventilatedwiththe sys-
tem fans when the indoor-outdoortemperature differencewas at least 5 °F and some zone was
above a thresholdtemperaturesetting, was simulated. With a thresholdtemperatureof 75.2 °F
(the base case coolingset-point),the buildingpeak lowersby 3.3% as does the chillersizingby
3.6% and coolingenergy use by 9%. However, fan energy use increasesby 146% leadingto
20% greater total energy than the base case. Humidityconditionsalso increaseto 11% of the
time inthe 51-60% RH range. If, however,the thresholdis raised to 85 °F, which is aboutthe
averagezone temperatureduringfan-off hoursfor thebasecase, peak savingsof 3.3% stillobtain
but at a smallertotalenergypenaltyof 9%.

Supply Air Temperature Control:

The controlstrategyused in the basecase setsthe supply-airtemperatureat the levelwere
the warmest zone is adequatelycooled at the designair-flow rate. The supply-airtemperature
was limitedto a minimum55 °F. When the supply-airtemperaturewascontrolledat a constant 55
°F, the resultingperformancewas identicalto the basecase. Therefore, duringevery operating
hour,some zone demandedat least 55 °F air in the base case strategy. In eithercase, the tem-
peratureconditioninotherzones is maintainedbyair-flowmodulationof eachVAV box.
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When thesupply-airtemperatureis dictatedby the outside-airtemperatureunder reset con-
trol logic,it is difficultto maintaintemperatureconditionsin the zones. However,out of the many
combinationsof supply-and outside-airtemperaturesexamined,a few combinationsdo holdzone
conditionswithinthe throttlingrangeand save 2% energyand 3% peakpower.

Tamblyn[9] describesthe advantagesof usinglowsupply-airtemperaturesinhotand humid
environments. Loweringthe minimumsupplyair temperatureset pointto 50 °F and45 °F Inter-
ruptdeterminesthe actualsetting,resultedintotalenergysavingsof 2.2% and3.4%, respectively.
At 45 °F, the 28% savings in fan energyis offset by an increase inchiller usage to give an net
3.4% annual energy savingsand there is an additionalpeak power reduction benefitof 5.7%.
This is primarilydueto reductioninthe fan energythat offsetsthe additionalchillerpowerrequired
to producethe lowertemperatures. Returnair humidityis alsoreducedwithover halfof the hours
in the 31-40% RH range. The latentcoil capacity increaseswithlower supply-airtemperatures.
Since the latentload is relativelyhighinthe ASEAN region,thisstrategyis promisingfor reducing
humiditylevelsas well as savingenergy. However, as Guntermann[10] pointsout, this neces-
sarily resultsin low air motionin spacesserved by VAV systems,often leadingto comfortcom-
plaints. Care mustbeexercisedinbalancingthe factorsthataffecthumancomfortwhile pursuing
energyconservation.

Alternatively,raisingthe minimumsupply-airtemperatureto 60 °F increasestotaland peak
4% and 5%, respectively,andleaves loadsunmet 25% of the time. In addition,humiditycontrolis
lostsomewhat,withali hoursregisteringreturn-airhumidityof 51-60% RH.
Zone Thermostat Set-Point:

Increasingthe zone thermostatset-pointfor coolingfrom 75.2 °F to 77 °F saves 3% total
energyand 4% peak power;from 75.2 °F to 79 °F saves6% and8%, respectively;and from75.2
°F to 81 °F saves8% and 12%.

Internal Gains and Daylighting:

Coolingsystemsare designedwith a particularsplit betweenlatentand sensiblecooling.In
ASEAN climates,the latentloadsare the primaryconcern. Internalgainstypicallymake up a large
portionof the sensibleload in commercialbuildings.As measuressuch as more efficientequip-
ment and lighting are introduced, the sensible cooling load in the zones may be reduced
significantlyincreasingthe importanceof latent loads.This may adverselyaffect the performance
of certainsystemtypes.

For the case of efficientelectriclighting,for instance, loweringthe lightingpower density
from 1 to 2 W/ft2 saves 9% of the coolingenergy,23% of buildingtotal energy,and20% building
peak power. Likewise, an increaseto 4 W/ftz consumes18% more coolingenergy, 47% more
totalenergy, and a 38% higher buildingpeak load. More than a thirdof the time, loads in some
space go unmet.

Daylightinghas been identifiedas a major option of reducingenergy use in commercial
buildingsin tropicalclimates.When properlycontrolled,daylightingreduces the electric lighting
power requirement,but may increasethe sensibleheat gain in the perimeterzones. Daylighting
can be used to reducethe lightingloads. A continuous-dimmingcontrolscheme saves 19% of
totalenergy.
Ventilation and Infiltration:

The latent load in ASEAN buildingsis very dependent on the rate of ventilationand
infiltration.The various system types have different capabilitiesfor dealing with latent loads.
Ducted systemsbringali ventilationair pastthe coolingcoilwherethesupplyair is dehumidifiedto
near the dew pointtemperatureof the coil.If the coil temperatureisset upward(forinstanceunder
the supply-air control scheme respondingto the warmest zone), there can be a loss of
dehumidification.Fan coilsystems,on theotherhand,mustdotheirdehumidificationinthe zones
where ventilationand infiltrationair mixeswith the zone air. This causesthe humidityof the air
enteringthe coilto be less. Consequently,there is less dehumidification.

9-7



Simulationof the operationof an economizercyclewhereoutdoorair is used when its tem-
peratureor enthalpyis belowthe returnair conditionsdemonstratedno benefit inthe lattercase
and increasedtotalenergyby 5% inthe former.

Increasingoutside-airquantity duringsystem operating hoursfrom 10 to 30 cfm/person
increases total energy by 16%, cooling energy by 37%, fan energy by 6%, chiller size-
requirementsby38%, andbuildingpeakby 18%.

Infiltrationintroducesoutdoorair directlyintothe perimeterzones. If infiltrationis large,one
wouldexpect humiditiesandzone latentcoolingloadsto be greaterin the perimeterzones. How-
ever, in our simulationsinfiltrationoccursonly during fan-off hoursand actually shows a very
small depressionin energyusage when increasingthe infiltrationrate from 1 to 2 air changesper
hour(ach).

/mpact of System Sizing:

Our base case sizing methodologyuses endogenousDOE-2 routineswhichsize fans and
coilsto meet maximumnon-coincidentzoneloadsandchillersto meet the peakload. lt has been
suggestedthat it is a grave design error to oversizeair-conditioningsystemsin hot and humid
conditions,because of the loss of latentcooling,and that, in fact, slightundersizingis preferable
[10]. We tested the liability of oversizingthe fans and chiller by 25%. A small (3%) energy
penaltyresults, withlittleeffecton return-airhumidityimpact. Undersizingthe fans and chillerby
25% showsless than 1% savingsand a significantlossof temperaturecontrol(i.e., over half of
the time some zone's temperatureis outof itsthrottlingrange).

Over-sizingof the air-handlingunit (AHU) by only 25% has the effectof raisingtotalenergy
consumptionby 2% and shiftingthe humidityconditionsupward suchthat 7% of the time it is
above 50% RH, as opposedto virtuallyno hoursabove50% RH for the base case. Undersizing
theAHU behavessimilarlyas above.

Sizingof the systemequipmentto meet the maximum coincidentbuildingdemand (instead
of the default assumptionof sizing to meet each zone's maximum load regardless of when it
occurs)increasesconsumptiononlyslightly,butleaves loadsunmet 10% of the time.

Sensitivity to Zoning:

Separate variabletemperaturesystemshave greaterflexibilitythan a singlesystem.As the
temperatureis set upward,however, there is a lossof dehumidification.The sensitivityto zoning
was tested by runningsimulationswith separate systemsservingzones with core, east, west,
south,and northorientations.Totaland buildingcoincidentpeak energyusefalls 5.6% and7.1%,
respectively,mostly due to the 28% reductionin fan power due to the lower static pressure
accompanyingshorter duct runs. Cooling energy savings were 3.5%. The humiditybalance
changed,though,with11% of the operatinghoursshowingreturnair RH greaterthan50%.

High Performance Case:

Combining several of the measures together in one high-performance case shows
significant savings, lt is usually necessary to run a separate simulation because i.,wariablythe
savings are less than the sum of the savings for each measure run individually. This is because
of interaction among conservation measures. In this case, we combined variable-speed fans with
raised space thermostat-settings (81 °F) and supply-air temperature (45 °F) and one hour of pre-
cooling on Mondays. Ali other variables remained as in the base case. Total energy consumption
goes down, 14% while the electrical peak is reduced 16%.The total energy savings are achieved
through 13% and 58% cooling and fan energy reductions, respectively. Humidity levels are very
low, however, with the majority of hours below 40% RH. Building occupants accustomed to high
outdoor humidity levels may find these conditions unacceptable.

Comparisons Among System Types

In this section,we comparethe performanceof the base case VAV systemwiththat of six
othergeneric systems. Table 9-2 showsthe annualenergy breakdownand peak for the various
systems modeled. For the more commonlyinstalledsystems in the ASEAN region, we also

9-8



discusssensitivitiesof the input assumptions,focussingon those instanceswherethe resultsdif-
fered from thoseof the base case VAV systemor where a significantchange inperformancewas
exhibited.

Two-Pipe Fan Coil (7"PFC):

This systemuses 16% less coolingenergy,59% lessfan power,and 15% lesstotal energy
thanthe VAVS. Becauseit is not necessaryto moveair throughlongducts,the pressuredrops
are muchsmaller. Chillersare alsosizedsmallerby 13% andbuildingpeak electricalloadis 18%
lower. However,this comesat the cost of a significantlossof humiditycontrol. Only 6% of the
time is the relativehumiditybelow 50%; 29% of the time the relativehumidityis above60%. The
buildingelectricalpeak demand registeredon June 10 at 4 P.M. (againon a Monday)and was
291 kW, the lowestof ali systems.

The pre-coolingstrategyonly makes the humiditymattersworse. Raisingthe thermostat
set-pointonly exacerbatesthe humiditysituation. For instance,with a thermostatset-pointof 81
°F there is a significantenergysavingsof nearly 10%, but the relativehumidityis alwaysabove
50% and 70% of the time it is above 60% RH. Runningthe coilscolderhelpsto alleviatethe high
humidity conditionssomewhatby increasingdehumidification,however,with no energypenalty.
Witha 45 °F supply-airtemperature,the RH is above60% only 6% of theoperatinghoursand RH
50% or below71% of the time.

Single Zone Reheat (SZRH):

This system respondsonly to onezone specifiedas the controlzone (in thiscase an east-
facing zone on a middle floor), and ali otherzones are conditionedas the controlzone with no
reheat capability, lt uses 10% more energy than the VAVS system, mostly due to the 50%
increasein fan power. Chillerenergyuse was higherby 4% andthe chillersizinggreaterby 6%.
The peak day in terms of total electricaldemand was June 10 at 4 P.M. with365 kW, though
February 22 was a closesecond. Humiditycontrolis almostas poor as withthe TPFC system,
with only89% of the hoursabove50% RH and21% of the hoursabove60%. Shiftingthe control
zoneto one with a differentorientationhas the effect of improvingthe performanceof the system.
For the case where the control zone was west-facing,a 2.4% overall savings occur with no
change in the buildingpeak, improvedtemperaturecontrol,andonly a slightdegradationinhumi-
dity control.When the controlzone is shiftedto a south-facingzone, a slightlymore modest1.8%
savingsaccrue.

Reheat Fan System (RHFS):

This system underthe base controlscheme repondsto the warmest zone, and ali other
zones are similarlysuppliedwith cooling. As withthe SZRH system,no reheatwas made avail-
able. This is the highestenergyuserof all, 11% moretotalenergy, and4% higherpeak loadthan
VAVS. However, zone temperaturecontrolis maintainedat ali times inthe simulationsand humi-
ditycontrolis improvedoverSZRH, thoughnotas wellas VAVS.

The strategyof under-sizingthe system by25% by reducingthe designair-flowand chiller
capacityhas a positive impacton energyconsumptionand humiditycontrol. Total energygoes
down 6%. Seventy-eightpercentof the time the humidityis below50% RH (as comparedto only
11% in the base RHFS strategy). The explanationis that the chiller operatesat near capacity,
where the efficiencyis highest,for a muchlargerportionof the operatinghours(in the 90-100%
part load range insteadof 70-80% part load range). A particularconfigurationof the RHFS sys-
tem, whereby multiplesystems each servingzones of a particularcompass orientationare run,
producessignificantsavings:total energy 10.4%, peak power 9%, fan energy 31%, and cooling
10%. Althoughthe savingsare great comparedto the base RHFS, the energyuse level is only
slightlybetterthan the base VAV system. Humidityconditionswere unfavorabletoo, with82% of
the time the returnair over 50% RH, 23% of the time above60% RH, and 7% of the time above
70%. Variations in other system operatingparametersproduce similar savings (in percentage
terms) as the withVAV systembut alwaysuse moreenergythan othersystems.
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Powered Induction Unit (P/U):

This systemprovidesa constantvolumeof air to each zone, inducingplenumair when less
cool primaryair is needed to handlethe load. This systemis used in the perimeterzones with
standardVAV boxesin the core zone. The PIU systemuses3% moretotal energythanthe VAV
system,6% more each inthe chillerand fans. Peak powerdemand is 2.5% more as weil. Humi-
ditycontrolis comparableto the VAV system.

Ceiling Bypass Variable Volume (CBVAV):

This systemthrottleszone air-flowwhen fullcoolingis not neededby divertingflow intothe
plenumspaceabove the zone. The energyperformanceis identicalto the RHFS, butwith much
superiorhumiditycontrol.

Two-Pipe Induction Unit (TPIU):

This systemis a mixedair-hydroniczonalsystemprovidingsome coolingand humidification
at the systemlevel. The constantvolumeof primary air is mixedwith2.5 timesas muchinduced
secondaryair at the terminalunit.The energyperformanceis secondonly to the otherzonal sys-
tem consideredhere (e.g., TPFC). lt uses 6.7% less total energy,11.3% less peak power, 32%
less fan power, and 4.8% less energyto runthe chiller. The primary air supplymaintainsgood
dehumidificationof the outdoorventilationair,whilethe inductionunitmaintainsgoodmixingofair
in the zones and goodzone temperaturecontrol.What distinguishesthissystemfromthe TPFC
systemis thatthe return-airrelativehumidityisvirtuallyalwaysinthe 41-50% range.

Hourly Profiles

lt is oftenhelpfulin interpretingthe annualresultsto look at hourlyprofileswithinthe build-
ing. In Figures 9-1 through9-6 we compare the SZRH, VAVS, and TPFC systems on two
separate days. August 15 was chosen arbitrarily,whereas February 22 is the peak day for the
two centralsystemtypes. We are primarilyinterestedinthe space conditionsand coolingloads.
Four variables are plotted over the course of the day: air flow, dry-bulbtemperature,humidity
ratio, and coolingcoil load. For the two centralsystemtypes, the space conditionsare actually
return-air conditionsand thus representa weighted-averageof individual-zoneconditionsacross
the building,whereasthe fan coil resultscomefrom an arbitrarilychosenzone. So that systems
can be directlycompared,the air-flowand energyquantitiesare expressedon a per unitfloorarea
basisand theordinaterange isthe same foreachday simulated.

Fan coil systemshave troublehandlinglatent loads. As shownin Figure 9-4, duringthe
morning,humidityratiosreach almost14 g moisture/kgdry air. Asthe coilrespondsto increasing
sensibleloadsthroughoutthe day,the humidityis eventuallydrivendownto acceptablelevels.

The SZRH systemdisplaysa curioustransientresponseto the morningstart-upload by first
coolingat near-peak capacityin the first hour,then throttlingway back in the secondhour, and
finallyrecoveringinthe thirdhourand beyondto a more stableclimbin coil load response. The
VAV system behavessimilarlybut reducedconsiderablyandwith little impacton temperatureor
humidity, lt is unclear whether real buildingswith these systemswould experiencea similar
phenomenonor whetherthisis simplya simulationartifact.

By maintaininglower coiltemperaturesand bymodulatingcapacity by reducingthe air flow
throughthe coolingcoils,the VAV system showssuperiormoisturecontrol,maintaininghumidity
ratioat orbelow9 g/kg.

Temperaturecontrolis similarbetweenthe systemtypes, althoughthe SZRH systemmain-
tains somewhatlowerlevels. Again,since the centralsystemsreport returnair conditions,indivi-
dual zoneswillexhibitmore variablebehavior.

Load Shapes

The patternof electricloadsinbuildingsis of interestbothto utilities,whichseerisingelectri-
city demand on the system, and buildingoperatorswho mustpay demand chargesforelectricity.
One such representationis the load durationcurve (LDC) whichdescribesthe numberof hours
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total buildingelectricaldemandwas at or abovea given level. In Figure9-7, we plottwo curves,
one is the base case LDC and the other is the earlier mentionedhigh-performancecase. Both
buildingshave a fairly "flat" load shapeat the higherdemand level droppingoff precipitouslyat
30% to 35% time fraction. Beyondthe 40% time fractionthe buildingis unoccupiedand operate._,
at minimaldemand. The high-performancecase showsless opportunityfor peak-shavingdue '¢o
the flatterslopeat highdemand.

Cooling load can be similarlyplottedand is shown in Figure9-8. The coolingload never
goesbelow110 (387 kW) tonsduringthe operatinghours. However,only5% of the time doesthe
coolingload go above 210 tons (739 kW). If conservation measures or load shifting could
preemptthe need to meet those loads for only 5% of the operatinghours, a 12% cooling-peak
savingsresults.

The chronologicaldaily electricalload pattern is helpfulfor knowingwhen demand occurs
duringthe day. Figure9-9 showsan average day profilefor electricaldemand.This isdetermined
by summingthe electricityconsumptionby hourof the day overthewholeyear anddividingby the
totalto get the demandfrequency, lt is curiousthat the peak demandfrequencyoccursat noon
when the instantaneouspeak actuallyoccurslater in the aftemoon. This is probablybecausethe
plotincludesSaturdaymorningoperationover the year. An interestingplotwouldbethe demand
profileoverthe peak day butis not shownhere.

To be mostmeaningfulto the utilityanalyst,the coincidenceof buildingloadswiththe elec-
tric utility'ssystem loadshasto be establishedexplicitly.This allowsa determinationof the value
of any load reduction(or increase)to the utility. Sinceour analysisis regionallybased (and not
focussedon a singleutilityservicearea),we have ignoredthiseffecthere.

CONCLUSIONS

• Variable air volume systems clearly have the best combinationof low energy use and
maintenanceof comfortablezonetemperatureand humiditylevels.

• Constantvolumesystemshave significantlyhigherenerg; usethan the othersystems,and
withoutreheat can givesignificantovercoolingof the space as wellas producinghighspace
humidityconditions.

• Two-pipe fan coilunitshavethe lowestenergyconsumptionprimarilydue to fan energysav-
ings.The low latentcoolingcapacity adverselyaffectshumiditycontroland these systems
performedpoorlyduringmorningpull-downperiods.

• Permittingexcess outdoorair intothe buildingeither by the use of an economizercycleor
highventilationratescarriesa significantenergypenalty.

• The power level for internalgains has a direct impacton total, cooling,and fan electrical
energyuse.

• The easiestmeasure for generatingsavingsis to increasethe thermostatsettingduringthe
daytime.Savingsin systemequipmentsizing,energy,and peak powerali accrueat no cost.

• Lower supply-airtemperatureshave significantbenefitsin reducingfan and buildingpower
requirements.

• Control strategiessuch as pre-cooling,for operatingthe system duringunoccupiedhours
can save on peakpower at the expense of higherenergycosts. The structureof localelec-
tricitytariffswilldeterminewhetherthe trade-offisworthwhile.

• A combinationof system conservationmeasures incorporatedintoone buildingsaved 14%
of total energy and 16% on peak power. Clearly, proper air-conditioningsystem
configurationand operationhas comparablesavingspotentialto the more frequently cited
envelopeand internalgainconservationmeasures.

• The nature of the savings,be it energy, peak power, or equipmentsizes, are differentfor
each measure. Dependingon whether one is tryingto economizeon first cost, energy
costs,or demandchargesdictatesthe choiceof technologiesandcontrolstrategies.
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FUTURE WORK

In view of the preliminarynatureof thisworkit is fruitfulto suggestareas of furtherresearchpur-
suit, namely:

• A careful identificationof actual air-conditioningpracticesin ASEAN buildingsis needed.
Energy audit and survey activitiesin ASEAN shouldhelp in accomplishingthis. "Bench-
marking" the performanceof the stockair-conditioningsystemsclarifiesthe conservation
potentialsindicatedhere.

• Moistureconditionswithinthe spacesare a large concernin the ASEAN region.The daily
cycle of moistureadsorption/desorptionis not well understoodin buildings.Measurements
indicatethat the effect may be large [12]. Part of the auditingeffort inthe ASEAN regions
shouldattemptto characterizethe successor failurein dealingwiththe highambient humi-
dity levels. Humidityalso presentsa significantmodelingchallenge. DOE-2, for instance,
does nothandleadsorption/desorptionprocessesbetweenroomair and furnishings,and*.his
may skew results. Handlingthe mass transferprocessesrigorouslyentailsa largeincrease
in the computationaleffort. MAD/TARP, developedat the FloridaSolar EnergyCenter, is a
model withthese capabilities.Analysisof moistureimpactsis a currentarea of researchin
the UnitedStates [13].

• Collectionofcost data on systemcomponents(includinglaborcosts),andelectricityandfuel
rates shouldbe gatheredinASEAN countriesto facilitateeconomicanalysis.Becauseof the
distributionof costs between capitaland labor are differentin ASEAN countriesfrom the
UnitedStates,analysisbasedon U.S. valuescan be misleading.

• In this work we analyzed the load impacts of measureswhich are employedprimarilyfor
savingenergy. There are situations,however,whereit mightbe advantageousto undertake
coolingstrategies,such as thermal energy storage, that shift loadsto other time periods
withoutSavingany energy(or evenat theexpenseof somewhathigherenergyuse). These
situationsusually entaileither time-of-useelectricityrateswith significantpricedifferentials
betweenon- and off-peak,or highdemandchargeswithratchetingclauses.
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Figure 9-1. Hourly Profile for a Two Pipe Fan Coli (TPFC) System showing zone humidity
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Figure 9-2. Hogrly Profile for a Variable Air Volume (VAV) System showing return air huml-
dltd rstlo anu temperature and system air flow and cooling load on a typical day
(22 February 1985).
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Hourly Profile
SZRH System; Feb 22 a5; Kuala I.umpur
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Figure 9-3. Hourly Profile for a Single Zone Reheat (SZRH) System showing return air

humidity ratio and temperature and system air flow and cooling load on a typl-
Pal dsy (22 February 1985).
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Figure 9-4. Hourly Profile for a Two Pipe Fan Coli (TPFC) System showing zone humidity
ratio, temperature, coli air flow, and ¢,_ollng load on a peak day (15 August
1985).
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Hourly Profile
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Figure 9-5. Hourly Profile for a Variable Air Volume (VAV) Systemshowing return air humi-
dity ratio and temperature and system air flow and cooling loadon a peakclay
(15August1985).
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Hourly Profile
SZRHStnCk_; Aug 15; Kuala Lumpur
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Figure 9-6. Hourly Profile for a Single Zone Reheat (SZRH) System showing return air
humidity ratio and temperature and system air flow and cooling load on a peak
day (15 August 1985).
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Figure 9-7. Load Duration Curves for Malaysian Commercial Building showing total electri-
city demand (kW) as a function of the fraction of annual hours for the base and
high performance cases.
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Building Cooling Load Duration Curve
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Figure 9-8. Cooling Duration Curves for Malaysian CommerclaJ Building showing chiller
cooling load (tons) as a function of the fraction of operating hours for the base
case.
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Building Electrical Demand Profile
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Figure 9-9. Average Annual Building Electrical Demand Profile showing demand fre-
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Malaysian base case commercial building.
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Table 9-1. Sensitivity Results from Base-Case VAV System*

'CASE FAN SAVINGS CHILLER SAVINGS BUILDING SAVINGS

Energy Sizing Energy Sizing Energy Peak
,,,,

Fan Control:

DischargeDampers -38% 0 -4% -1% -7% -2%
InletVane (BaseCase) .....
VariableSpeed +13% 0 1% 0 +3% 0

, ,

Precooling:

PrecoolI hr -4% 0 -3% +2% -2% +2%
Precool2 hrs -8% 0 -5% +4% -3% +3%
PrecoolMonday1 hr 0 0 0 +2% 0% +2%

SupplyAirTemperature:

Tset 60F -28% -30% 0 0 -4% -5%
Tset 55F (base Case)
Tset 50F +17% +17% -1% 0 +2% +4%
Tset 45F +28% +29% -2% 0 +3% +6%

,,

Zone Temperature Setpoint:

Tzone75.2 (Base Case) .....
Tzone77F +9% 0 +4% +3% +3% +4%
Tzone 79F +15% 0 +9% +8% +6% +8%
Tzone81F +19% 0 +13% +12% +8% +12%

Lightingand Daylighting:
sp .5

2 W/ft2 (base Case) - - -
1 W/ft2 +11% +6% +9% +8% +23% +20%
4 W/ft2 -24% -12% -18% -14% -47% -38%
ContinuousDimming +10% +8% +7% +19% +19%

Ventilation:

10cfrrVper(BaseCase) - - -
30cfrrVper -6% 0 -37% -38% -16% -18%

Night Ventilation: -68% 0 +4% +3% -9% +3%

High Performance: +58% +29% +13% +11% +14% +16%

Sign convention in Table 1: positive savings (+) means lower energy use and vice versa.
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Table 9-2. Comparison of System Performance: Energy

Chiller Fans Lights Equip. Total Peak

System (MWh) (MWh) (MWh) (MWh) (MWh) (kW)

VAVS 376 136 328 72 912 354

SZRH 391 209 328 72 1000 365

RHFS 401 210 328 72 1011 368

PIU 398 145 328 72 943 363

TPFC 315 56 328 72 771 291

TPIU 358 93 328 72 851 314

CBVAV 401 209 328 72 1010 362

Table 9-3. Comparison of System Performance: Humidity

Return-Air Relative Humidity Hours

System 81-100 71-80 61-70 51-60 41-50 31-40 0-30
,,

VAVS 0 0 0 7 3077 0 0

SZRH 0 109 525 2126 324 0 0

RHFS 0 3 405 2346 330 0 0

PIU 0 0 0 0 3084 0 0

TPFC 0 180 716 2000 188 0 0

TPIU 0 0 0 22 3062 0 0

CBVAV 0 0 0 27 3057 0 0
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CHAPTER 10: COGENERATION IN PHILIPPINE COMMERCIAL BUILDINGS

M.L. Soriano
Officeof EnergyAffairs

Republicof The Philippines

ABSTRACT

This paper summarizesa studyconductedto determinethe technicaland economicfeasibilityof
installingcogenerationsystemsinhotelsandhospitalbuildingsin MetroManila. Variouspossible
cogenerationconfigurationsthat could be applied at the sites under studywere analyzed, lt
shouldbe noted,however,that the evaluationsproducedonly preliminary results,as the primary
aim was only to estimatethe investmentcost and paybackperiodfor each possiblecogeneration
optionpriorto makinga moredetailedevaluation.

INTRODUCTION

The ever increasingcost of electricalenergy has encouragedlarge electricityusers to consider
generatingtheir own power. In termsof greater efficiencyand realizedcost savings,thisoption
becomesmoreattraCtiveifthe possibilityof utilizingthe wasteheatfrom powergenerationto meet
heatingand coolingneeds is considered.The large heating,cooling,and electricalrequirements
of hotelsand hospitals,whichoperateon a 24-hourbasis, make these buildingspotentiallyideal
sitesforcogeneration. This studysummarizesthe resultsof two earliercase studieson thefeasi-
bilityof implementingcogenerationat two existingsites in The Philippines[1,2]. lt is hopedthat
the findingsfrom these two specificapplicationsin somesense representthe potentialfor cogen-
erationtechnologyin Philippinecommercialbuildingsingeneral.

Electricpower can be producedfrom fuel-firedgeneratorswiththe waste heat capturedfor
heatingby means of heat-recoveryboilers,or for coolingby meansof absorptionchillers.These
two modesof utilizinggeneratorwaste heat (i.e., for heatingandcooling)were each analyzed. In
conjunctionwiththese two operatingmodes, four conceptual schemesfor sizing the cogeneration
plantwere considered:

• Electrical Baseload. The prime mover capacity is based on the minimum electric power
demand.

• Thermal Baseload. The prime mover capacity is based on the minimum thermal energy
demand.

• Electrical Load Following. The prime mover capacity is based on the maximum electric
power demand.

• Thermal Load Following. The prime mover capacity is based on the maximum thermal
energy demand.

For the remainder of this paper, thermal energy demand refers to the requirements of the
mode, either heating or cooling, under which the cogeneration system operates. In the following
sections, the two buildings analyzed are briefly described. Lastly, summaries of the levels of
technical and economic performance which the buildings would achieve if the optimal cogenera-
tion configurations were installed are presented.

BUILDING DESCRIPTIONS

Aliof the informationabout the two buildingsanalyzed was gatheredin the courseof conducting
buildingenergy audits. Power demand of the buildingas a whole and thermal demandsof the
boilers were calculated using monthly energy bills. The estimated portion of total electricity
demand devoted to chiller usage, which was 32% for both buildings, was determined through
computer simulation of the buildings using the ASEAM-2 energy analysis program [3].

10-1



The Hotel

The hotel is a 14-storybuildinglocatedin Metro Manila. lt has a gross floorarea of 27,985
m2. There are 390 air-conditionedguestrooms which occupy the top ten floors, an area
equivalentto 15,300 m'. About20,000 m', or 71% of the total space, is air-conditioned.The
thermalenergy requirementsare suppliedby hotelboilers, andthe steam generatedis used for
hot water andother heatingprocesses. The hotel'sair-conditioningrequirementsare suppliedby
three centrifugalchillers. One chillerhas a capacityof 450 tons,whilethe othertwo each have a
200-toncapacity.The hotel'sannualelectricityconsumptionis about6,989 MWh.

The Hospital

The hospitalis a 12-storybuilding located in Metro Manila. The heating requirementsare
presentlymet by boilers,and a centrifugalchillerprovidescentralizedair-conditioningthroughout
the building.The air-conditioningload of the buildingaverages 340 TR. The hospitalconsumes
8,102 MWh of electric power annually which is purchased from the utility. The total thermal
requirementsof the hospitalare 8 TJ annJally, an estimate basedon the reportedconsumption
andassumingan averageboilerefficiencyof 70% The boileroperatesfor 16.5 hoursper day.

TECHNICAL AND ECONOMIC FEASIBILITY ANALYSES

Thetechnicaland economicfeasibilityof cogenerationsystemsin the two buildingwere evaluated
for both modes of operation andfor ali conceptualsizing options. Not ali of these optionsare
reported here. Rather, thisreportonly presentsthose resultsthat yieldedthe greatestcost effec-
tivenessfor each buildingand operatingmodecombination

Assumptions

• Aliprime movercapacitiesare "off-the-shelf"sizes.

• Boththegas turbinesanddieselenginesuse industrialgradefueloil.

• Zero inflationof energyprices.

• Fuel oilprice is P2.82/liter.*

• Standbyelectricitycostsare P54.00/kW/month.

• Depreciationoverthe projectlife iscalculatedas a straightline.

Heating Mode

In thisoption,the cogenerationwaste heat is used for heatingwiththe hot water boilersys-
tem. The most advantageoussystem in this mode is sized based on the minimum electricity
demandof the buildings.The unitswouldoperateat maximumratedcapacity at ali times to supply
the baseload electricity demand of the buildings.The rest of the electric power requirements
wouldbe purchasedfrom the utility. The exhaustgases fromthe cogenerationunits,whichcon-
tainconsiderableamountsof energy,would be passed througha built-inwaste heat recoverysys-
tem to provide,dependingon the performanceof the system,part or ali of the building'sthermal
requirements.

Tables 10-1 and 10-2 summarizethe resultsof the technicaland the economicandfinancial
analyses, while Table 10-3 presentsthe detailed calculationsof heating mode operation. The
baseloadpower demands of the hoteland hospitalwould resultin primemovercapacitiesof 550
and 750 kWe respectively. The hotel has higher thermal requirementsrelativeto its electrical
requirementsthan does the hospital, lt is this heat-to-power ratiowhich dictates the choice of
prime mover technology: gas turbinesin the hotel and diesel engines in the hospital. Both the
recoverableheat rate and thermalenergyutilizationwouldbe higherinthe hotelthan in the hospi-
tal. Thus, despitecomparableinvestmentcosts and smaller electricitysavings,the hotel'sgas
turbine cogenerationsystem would be more cost-effectivethan the diesel enginesystem in the

* The conversionrate used, as of June, 1990, was 22.885 Philippine pesos to 1 U.S. Dollar.
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hospitalbecausethe formerusesmoreof the wasteheatfromthe boiler. Note thatthe proportion
of debt acquiredfor the cogenerationsystemin the hotelwould also be higherthan that for the
hospital. Higherdebt to equity ratiosgenerallyenhancethe economicattractivenessof the sys-
tems, butfor the hospitalsystem,50% debtfinancingwasthe highestdebtfractionconsidered.

Cooling Mode

Cogenerationsystemscan also be configuredto utilize the recoveredthermal energy for
cooling. Inthiscase, the cogenerationsystemincludesa liquidabsorptionchillerthat replacesthe
electricvapor-compressionchiller. T_,_optimumsizingof the cogenerationunitsis again based
on the minimumelectricitydemand, excludingthe electricityused by supplantedelectricchiller
units(i.e.,electricalbaseload).

Tables 10-4 and 10-5 summarizethe resultsof thetechnical,andthe economicandfinancial
analyses, while Table 10-6 presents the detailedcalculationsof coolingmode operation. The
heat-to-powerratiosare generallyhigherin thecoolingmodebecauseof the largeair-conditioning
demand in tropicalclimates. However, the prime mover technologiesremainthe same for the
respectivebuildingsunderthis mode. In thiscase, a cogenerationsystemwouldbe more cost-
effectivefor the hospitalthanfor the hotel,becausethedieselgeneratorinthe hospitalwouldreap
greatersavings(at comparablecost) thanwouldthe smallergas turbinesystemof the hotel.

Overall,usinga cogeneratorto cool a buildingwouldbe morecost-effectivethanto heat it.
In the hospital,thisconfiguration,sized to the baseloadthermaldemand,yieldeda paybacktime
of 1.8 years anda financialreturnof over65%.

CONCLUSION

Cogenerationis a cost-effectiveenergyconservationmeasurethat shouldbe consideredfor com-
mercialbuildingsinthe Philippines.Cogenerationsystemsinstalledinbuildingsthat operateover
a 24-hour period, such as hotels and hospitals,are more efficient when sized to meet the
building'sminimumelectricaldemands. This allowsthe generatorto run at full capacitycontinu-
ously and to directexhaust heat to eitherwater heatingor space coolingdemands. The overall
optimalconfiguration,the dieselengine generatorcoupledwith an absorptionchillerand installed
in a hospital,wouldyielda paybacktime of undertwo yearsanda returnof over60%.

The feasibilityanalysis indicatesthat, with sufficientthird-partyfinancing,a cogeneration
project would pay off in a very short time (under four years for both building types and modes).
The economic viability would be enhanced in the case of increased inflation. If cogeneration pro-
jects are implemented, however, it may be important to consider the installation of equipment for
pollution control, since buildings of the types studied here are often situated within the confines of
commercial and residential areas in Metro Manila.
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Table 10-1. Technical Data - Heating Mode

Minimum Pnme
Power Mover Heat-to- Energy Heating Type

Demand Capacity Power Prime Requirement of
Building (kW) (kWe) Ratio Mover (TJ) Fuel

Hotel 560 550 1.4 Gas Turbine 21 Fuel Oil
Hospital 743 750 0.4 Diesel Engine 8 Fuel Oil

Table 10-2. Economic and Financial Data - Heating Mode

Electricity CogenUnit Internal
Displaced Cosl Installed Loan Payback Rateof
Electricity Savings Cost Amount Period Return

Building (MWh) (k.Pesos) (k.Pesos) (%) (Yrs) (%)

Hotel 4722 9443 16208 75% 2.8 41.5%
Hospital 6441 12882 17205 50% 3.9 29.0%
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Table 1:3-3. Cogeneration Feasibllit_:Analysis: Heating Mode

Units Hotel Hospital

A. Conceptual Design

MinimumElectricityDemand kW e 560 743
PrimeMover Type Gas Turbine Diesel Engine
PrimeMoverCapacity kW e 550 750
CogenPlantUnit Cost Pesos/kWe 29470 22940
InstalledCostof CogenerationPlant k.Pesos 16208 17205

B. Energy Analysis (ANnual Basis)
PowerRequirement MWh 6979 8102
PowerProductior; MWh 4722 6439
ImportedPowerfromthe Grid MWh 2257 1663
Prime Mover GrossHeatRale MJ/kWe 17.3 10.1
Fuel Requirementof CogenerationSystem TJ 82 65
Thermal EnergyRequirement TJ 36 8
Prime Mover RecoverableHeat Rate MJ/kWe 10.3 3.4
PrimeMoverThermalEnergyProduction TJ 49 22
Thermal EnergyUtilized ]J 42 10
ThermalEnergyDumped TJ 7 12

C. Economic Ahalysls

Debt/EquityRatio 75/25 50/50
Intereston Loan % 18.0 18.6
LoanTerm years 5 5
ProjectLife years 15 20
DisplacedElectricity MWh 4722 6439
Costof PurchasedElectricity Pesos/kWh 2 2
SavingsinElectricityCost k.Pe_os 9443 12877
ThermalEnergyDisplaced:
, Savings inBoilerFuel Cost k.Pesos 4115 806

Savings in BoilerO&M Cost k.Pesos 136 23
GrossSavingsGenerated k.Pesos 13694 13706
CogenerationSystemOperatingCost:

Fuel Cost k.Pesos 5504 4400
O&M Cost (at 0.20 Peso/kWh) k.Pesos 992 1288
Insurance(at 1% of equip,cost) k.Pesos 125 132
Depreciation k.Pe,_-',s 574 662
AmortizedLoan k.Pesos 3887 2425
StandbyElectricityCharges k.Pesos 356 486
Total C¢)eratingCost k.Pesos 11438 9393

Net Savir_gsBeforeTaxes k.Pesos 2256 4313
IncomeTax (at 35%) k.Pesos 790 1510
Net SavingsAfterTaxes k.Pesos 1466 2803
Net Cash Flow k.Pesos 2040 3465
Costof Money % 20% 20%
PaybackPeriod years 2.8 3.8
Rateof Returnon Investment % 41.5% 29.0%
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Table 10-4. Technical Date - Cooling Mode

Minimum Prime
Power Mover Heat-to- Energy Cooling Type

Demand Capacity Power Prime Requirement of
Building (kW) (kWe) Ratio Mover (TR) Fuel

Hotel 358 350 1.9 GasTurbine 400 Fuel Oil
Hospital 505 500 0.6 DieselEngine 387 FuelOil

Table 10-5. Economic and Financial Date - Cooling Mode

Electricity Cogen Unit Intema_
Displaced Cost Installed Loan Payback Rateof
Electricity Savings Cost Amount Period Return

Building (MWh) (k.Pesos) (k. Pesos) (%) (Yrs) (%)

Hotel 4714 9427 12075 75% 2.7 42.8%
Hospital 6348 12697 12680 50% 1,9 62.6%
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Table 10-6. Cogeneration Feasibility Analysis: Cooling Mode

Units Hotel Hospital

A. Conceptual Design

MinimumElectricityDemand kW e 350 505
Prime MoverType - Gas Turbine Diesel Engine

w/Absorp. Chiller w/Absorp.Chiller
PrimeMoverCapacity kW e 350 500
RefrigerationEffect TR 193 275
CogenPlant UnitCost Pesos/kWs 34500 25360
InstalledCost of CogenerationPlant k.Pesos 12075 12680

B. Energy Analysis (Annual Basis)

Power Requirement MWh 4453 6046
PowerProduction MWh 3005 4292
ImportedPowerfrom Grid MWh 1448 1754
PrimeMover GrossHeat Rate MJ/kWe 17.4 10.1
Fuel Requirementof CogenerationSystem TJ 52.2 43.5
AbsorptionChillerHeat Rate TR/kWs .55 .55

C. Economic Analysis

Debt/EquityRatio - 75/25 50/50
Intereston Loan % 18.0 18.6
LoanTerm years 5 5
ProjectLife years 15 20
DisplacedElectricity MWh 4714 6348
Cost of Purchased Electricity Pesos/kWh 2 2
Savings in Electricity Cost k.Pesos 9427 12697
Gross Savings Generated k.Pesos 9427 12697
Cogeneration System Operating Cost:

Fuel Cost k.Pesos 3519 2933
O&M Cost (at 0.20 Peso/kWh) k.Pesos 601 858
Insurance (at 1% of equip, cost) k.Pesos 93 98
Depreciation k.Pesos 553 488
AmortizedLoan k.Pesos 2894 2053
StandbyElectricityCharges k.Pesos 227 324
TotalOperatingCost k.Pesos 7889 6754

Net SavingsBeforeTaxes k.Pesos 1539 5943
IncomeTax (at 35%) k.Pesos 539 2080
Net SavingsAfterTaxes k.Pesos 1000 3863
Net Cash Flow k.Pesos 1553 4351
Costof Money % 20% 20%
PaybackPeriod years 2.7 1.9
Rate of Returnon Investment % 42.8% 62.6%
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CHAPTER 11: THE FEASIBILITY OF COMMERCIAL BUILDING

THERMAL ENERGY STORAGE IN ASEAN COUNTRIES

E. Wyatt*
EnergyAnalysisProgram
AppliedScienceDivision

LawrenceBerkeleyLaboratory
Berkeley,CA USA

ABSTRACT

As an introductoryanalysisof the applicabilityof coolstorageincommercialbuildingsfor ASEAN
countries(which include Indonesia, Malaysia, the Philippines,Thailand, and Singapore), this
chapterpresentsa general overviewof the technologyand examinesthe relevantconditionsin
these nations. These conditionsincludeelectricityload curve shape, electricaldemand growth
rates, rate schedules,capitalcosts,operatingcosts, loadfactors,importedoil reliance,leadtimes,
andtransmissionanddistributionlosses.

Usingbasicdesigncalculationsandassumptionsmade fromthese conditions,we havepro-
duced rougheconomicfiguresto demonstratethe cost-effectivenessof thistechnology.Basedon
these figures and the aforementionedelectricalindustryconditions,we concludethat in Singa-
pore, Malaysia, and the Philippines,thermal energy storage is probablyalready economically
viable. For Thailand and Indonesia,this technologyis not yet practical,due to the influenceof
residentialloads on the daily electrical demand curves. However, in the major cities of these
countries,thermalenergystorageis probablyeconomicallyviable. Withspecificgeographicaland
sectoralchanges in electricity-usepatterns,even in rural districtscool storage may eventually
showcost-effectiveness.

THERMAL ENERGY STORAGE TECHNOLOGY FOR LARGE-BUILDING COOLING

Introduction

This paper offersa preliminaryevaluationof the applicabilityof thermalenergystoragetech-
nologyto the Associationoi South-EastAsianNations(ASEAN). The nationsof thisorganization
are Indonesia,Malaysia, the Philippines,Thailand,andSingapore.

Althoughthermal energy storageis not a new technology,its use as an electricalpeak-
demand managementstrategyhas risenonlywithinthe past severalyears. Thermalstoragepro-
vides an opportunityto reduce buildingpeak demand by shiftingsome of this load to off-peak
hours, when utilitieshave excess capacity. The technologyof thermal storagecan be used in
severalways, includingheat storage(usuallyappliedinregionswithutilitiesfacingwinterpeaking
situations),seasonal storage (uncommon,but avoids the rapid cycles o! daily storage), cool
storage in industrialrefrigerationprocesses,in churches, and both heat and cool storage in
residentialapplications.But thewidestuse of thermalenergystoragetechnologyfor cool storage
is in commercialbuildings. This latter applicationis .theone withwhichwe are concernedhere.
Insteadof meetingthe totalcoolingloadinstantaneouslyduringthe day, when electricityis expen-
sive, the compressoris operatedduringoff-peakhours(generallyat night);thiscoolingenergyis
then stored using a medium (generallywater or ice), to be used the next day duringoccupied
hours,when electricitywill againbe expensive.

The technologybenefitsbothbuildingownersandmanagerswhowishto lowertheircooling
costs,and electricutilitiesthat generallywant to increasetheir load factorsanddelay the need for
new peakgeneratingcapacity. Countriesfacingthe need for powerplantconstructioncan benefit
from thistechnc!ogyby more effectivelyusingtheirexistingpower generatingfacilities, Thermal
storagefurther benefits buildingownersbecausefirst-costsavingson the coolingsystem,through

• FormerlywithLawrenceBerkeleyLaboratory,currentlywiththeAssociationofBayAreaGovernments,Oakland,CA.
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smaller installedchiller capacity,can often pay for some or ali of the costs of the storage. Its
major operating savings are due to reductionsin demand charges and, when there are time-
differentiatedelectricityrates, lowerenergycosts.

This study is organizedinto four differentsections,withtwo appendices. The first section
providesan overviewof thermalenergystorage,presentingthe principlesof cool storagetechnol-
ogy. In the second section,electric load conditionsin the ASEAN countriesare examinedto
determine the feasibilityof thermal storage in these nations. Section three is an economic
analysis of this technologyon a fundamental level, using a typical commercial buildingas an
example. Conclusionsare presentedin the fourthsection. Finally,the two appendicesoffer a
quicksummaryof experiencewithcool storagein the United States and a set of calculationsfor
economicviability.

Cool Storage Technology

Thermalenergystoragetechnologyutilizesstandardbuildingcoolingequipmentinitsopera-
tion. The heartof the refrigerationsystemisthe chiller,whichcombinesa compressor,condenser
and evaporator. Three general types of chillersare manufactured: reciprocating,which is the
type withthe smallestcapacity(lessthan 250 tons);centrifugalor screwcompressors(mostcom-
mon in the United States), offeringa medium-sizedcapacity (about 100-750 tons); and, finally,
absorptionchillers,whichare the largestchillersmade (100 tonson up). Thermalenergystorage
designrequiresthree stages: choiceof storagemedia,determinationof operationalstrategy,and
sizingcalculations. Each of thesecriteriawill bediscussed.

Storage Media

The most commoncool storage media todayare water and ice, but other media, suchas
phase-changematerialsand clathrates, are also beingdeveloped (of course buildingmass has
been usedfor heat storagefor centuries). We willexamineeach typeseparately.

Chilled Water Systems:

Water is chilled at nightto about 6°C by a conventionalchiller,stored in a tank (generally
made of concrete), andthen circulatedthe followingclaythroughthe coolingcoilsof the building.
Advantagesof chilledwatersystemsinclude:

• There is a possibility,in retrofitapplications,of usingexistingchillers. Chilledwater is
a readilyavailable technologythat engineersand techniciansare more familiarwith
than otherthermalstoragesystems.

• Large economiesof scalefor storagetankslargerthan 2000 m3 can reducefirstcosts.

• Chilledwater storagesystemsoperateat better efficiencies(energyoutputfor a given
energyinput)thando othersystems.

Watersystemsare notwithoutdisadvantages:

• Storage equipmentis much larger and requiresgreater space than does ice storage.
Water has a lower heat capacity than does ice because ice storeslatent heat during
the water-to-icephasechange;water mustrelyonly onthe specificheat ofthe liquid.

• Tank constructionis notyet standardizedor modular, so chilledwater storageis less
ableto adjustto variationsincoolingsystemsizing.

• The stringentstandardsmet in factory-builtconstructionof these tanks can not be
appliedto tanksbuiltat the jobsite;water storagetanks are usuallyfield built,andcon-
sequentlythere is a greaterfrequencyof leakagethan inmodularice tanks.

• Persistenttechnical difficultiesin avoidingmixingof chilledwater from the chillerand
warmer returnwater have plaguedwater storagetechnology. Separationcan be by
temperaturestratificationor membrane,but each of these methodshas encountered
problems[1]. Bothtemperaturestratificationanddiaphragmshave allowedtoo much
blending,andusinganempty tank tofillordischargewaterrequiresadditionalspace.
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• Thermal lossescan be large. Losses can occur from the cold medium to its container
as well as betweenthecontainerand its environment.These lossescan resultin a 5-
10% lossinperformance.This type of thermodynamicphenomenonalsooccursinice
storage, but it is usually higher for water because of the much greater surface-to-
volumeratioforthe tank(s).

As a general rule, chilledwater tanks are used for large installations(greaterthan 400 tons of
cooling). This tendencyis mainlydue to economiesof scale;higher first costs for water in com-
parisonto ice graduallydisappearwithincreasingstoragesize. Inthe UnitedStates,chilledwater
storagehas often been installedlocallyby companies not specializingin tank construction,or by
smallengineeringcompanies,or designedby consultants.Currently,there seems to be no dom-
inantmanufacturer.

Water tankscan alsostoreheat energyinwinterfor additionalsavings. Dual-seasonenergy
storagesystems such as these can be economicalundersome time-of-use and seasonalrate
schedules;most of these systems are installed for the purposes of peak shaving and heat
recovery.

/ce Systems:
These can eitherbe staticor dynamicsystems. Untilrecently,staticsystemshavebeen the

mostwidely used. In a staticsystem,refrigerantis circulatedin a coil insidea tank of water; ice
then builds aroundthis coil. To extractcooling later, water is circulatedinside the tank, and
pumpedto the building'scoolingcoil. Althoughsimpleand available in a wide range of sizes
(staticsystemsare nowsoldoff the shelf for capacityneedsof 175to 2400 kWh of storage),their
evaporatorsurfaces are not easilyaccessible for maintenance,and they are subjectto a rapid
dropin efficiencyas icebuildsonthe coils.

Dynamic systems,or ice harvesters,of which cafeteria ice-makingmachines are a type,
buildlayersor cubesof ice.The iceis collectedfromtheice builder,crushed,and stored ina tank.
Water is circulatedin this tank to be used for cooling. A smallercompressoris requiredfor the
same ice-makingcapacity (incomparisonwith static systems), because it operates at a somewhat
higher efficiency. Harvested ice is less dense than coil-built ice, so a larger storage space is
needed. The volume of ice can be more easily measured with these systems, which do not
depend on unreliable thickness sensors as do static systems. Ice systems in general have
several advantages over chilled water storage:

• Ice systems have a larger cooling storage density. By taking advantage of the phase
change of water (heat of fusion), a smaller storage volume will allow the same cooling
capacity to be stored (only about 1/sto 1/4that of chilled water).

• The utilization of packaged systems carrying manufacturer's warranties usually means
greater reliability, and it is relatively easy to identify and locate suppliers (at least in the
United States).

• There are fewer design restraints, such as the need for stratification means in chilled
water tanks.

• Thermal losses are smaller, due to a lower surface-to-volume ratio, even alter
accountingfor thegreatertemperaturedifferenceoverchilledwater.

• A lower storagetemperaturetranslatesinto lowercosts for pumpingand air distribu-
tion,so pipes,ducts,pumps,andthermal equipmentcan be downsized.

Some disadvantagesare presentin ice systemsas weil, however:

• The necessityfor lower chiller suctiontemperatures (around -5°C) often precludes
compatibilitywith standardchillers. This adversely affects thermodynamicefficiency
such that ice systemsrequire 15-20% more electricenergy. Thus chiller energyuse
by ice systemsisoftenhigherthan bywater systems.

• Some controlproblemsexist, especiallywith staticsystems. Difficultylies in measur-
ingthe quantityof icebuiltinsidethe storagetank as mentionedabove.

=
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= Because experiencewith ice systemsis still limited,the technologyis not yet widely
accepted by ali HVAC engineeringfirms. This acceptanceis slowly growingin the
UnitedStates, however,and may notbe a problemin ASEAN nationsas more experi-
ence is obtainedwiththese systems.

Ice systemsare ofteninstalledin small or medium-sizedbuildings.Lowerfirstcostscomparedto
water appear to be the main reason for this trend. Because chilledwater is usually used for
biggersystems,ice representsonly40% of thetotal installedcoolingstoragecapacity. However,
more buildingsare using ice storagetechnology,especiallysmall and medium-sizedbuildings;a
recentsurveyshowsthat about2/3of the systemsinstalledbefore1985 use ice and about1/3use
chilledwater [2]. Storage space restrictionscan favor ice systemsin older buildings;nearly40%
of ice systemshavebeen installedas retrofits[2].
Alternative Media:

Other media have recently been introducedfor use in cool storage, such as salt storage
media (clathrates)and phase-changematerials. Phase-changematerialsincorporatebenefitsof
both water and ice; they take advantageof the high heat of phase change (like ice), but do not
require low suctiontemperaturesas does ice. Currentphase-changematerialsexhibita heat of
fusioninthe rangeof 8-16°C andseem to befree of their initialtechnicalproblemsof incongruous
melting.Howeverthismediumhas been,and continuesto be, rathercostly.

Clathratesare crystallinematerialsin whicha noblegas is mixedwithina structureof water
molecules. The resultingcompoundraisesthe phase-changetemperatureof water to about9°C
and lowersthe heat of fusionof ice by only 15%. The productistechnicallyattractive,but stillin
the developmentstage. Successinthe marketplacerestson reductioninitscost.

These productscan be usedwithexistingchillersand can resultin higherchillerefficiencies
(due to a higher phase-changetemperature). Major shortcomingsof alternativemedia include
highfirst costsand unknownlong-termperformance. Space requirementsare only slightlylarger
than thosefor icesystems.

Operating Strategies and Controls

The three basic operating strategieshave been examined in the second sectionof this
report, butwillbe brieflyoutlinedhere:

Strategies:

• A conventional cooling system, consisting of a chiller, and operating for 8-11 hours per
day (during the occupied period). Under time-of-use rates, this is usually the time at
which electricity is most expensive.

• A 'lull" storage system, where the chiller runs during off-peak (and/or partial-peak
hours) to minimize the building's peak load. As previously discussed, this mode of
operation requires a somewhat smaller chiller than the conventional system, but the
largest storage of the three storage strategies as the peak cooling load must be met
during the time at which the chiller is not operating.

• A "demand-limited" system, where the chiller runs during ali periods except hours of
maximum non-cooling demand. Both chiller and storage sizes are only slightly smaller
than for full storage.

• A "partial" storage system, where the chiller is only a fraction of the size of a Conven-
tional chiller, and runs continuously. By operating 24 hours per day, the chiller allows
the storage to be smaller than that for either full or demand-limited storage. The
storage alone does not have to meet the peak demand for the day, as part of this
demand is provided directly by the chiller.

_ 11-4



Controls:

These strategies are not controlled with equal ease. For most efficient use of the chiller, full
storage requires estimation of the cooling requirement for each subsequent day. Weather and
internal loads must be accounted for and related to cooling needs. Instruments and controls used
to determine cooling requirements include flow meters, differential temperature sensors, and
storage measuring devices (ice thickness sensors and water temperature sensors). Demand-
limited storage also requires the knowledge of the non-cooling load so that the chiller can be shut
off during periods when this load is at its peak.

Two basic control options, relying on different principal cooling equipment, are available.
Chiller priority is based on the chiller operating as much as possible, lt is run any time there is
load or when the storage needs charging and, consequently, operates at high efficiency. How-
ever, the storage is utilized only when the cooling demands exceed chiller capacity. Although this
control method is very simple, it does not maximize demand reduction by fully using storage capa-
bilities, so smaller utility cost savings will be realized.

Storage priority uses the storage to satisfy the cooling load, while the chiller runs only to
maintain the minimum storage charge necessary. Utilization of storage energy is maximized in
this mode, and by operating the chiller less often during the day, more of the load is shifted from
these hours. The percentage of load shifted to off-peak hours using storage priority increases as
the daily cooling load decreases (from design day to average-load day). Thus maximum demand
reduction can be achieved using this control technique. Savings from utility charges shifted off-
peak are usually greater than the increase in electrical use from running the chiller at reduced
capacity. The difficulty in using storage priority control is that the status of storage must be known
throughout the daym and balanced with chiller operation--to establish or maintain the necessary
cooling in storage at each hour. Storage priority is less of a problem to implement if microproces-
sor controls are used.

System Sizing

Bothchilleroutputandthe combinedcapacityof chillerplus storagemustbe basedon the
maximumcoolingdemandsof the building.Conventionalrefrigerationequipmentis sizedto meet
the highest(instantaneous)coolingload of the year, so the chillercapacity alonemustat leastbe
equalto thismaximumdailycoolingdemand.

For ali storage modes,the sum of chiller outputplus storage capacitymust meet the total
dailycoolingload. In "partial" storage mode,the chiller runscontinuously,so the coolingload is
met over a the full day, and the chiller'ssize is reduced accordingly. With "full" or "demand-
limited"storagesystems,which requireon andoffcontrol,the actual sizes of boththe chillerand
storage are dependent on the time-of-use schedule affecting thai building. For full ,',_orage,the
storage size must be large enough to completely meet the daily peak load without benefit of the
building's chiller. Thus if the on-peak period is 10 hours, the storage must be fully charged to
meet the cooling load over the remaining 14 hours. Storage sizing tor both partial and demand-
limited systems, however, must account for the occupancy schedule of the building.

Chiller capacity is generally given in tons (of refrigeration), a rate of cooling; storage capacity
and cooling load are then expressed in ton-hours, an amount of cooling work. Energy input to the
chiller is generally given in kilowatts, while the output of the device is in tons. One ton of refrigera-
tion is defined as the rate of cooling equal to the melting of one ton of ice over 24 hours; based on
the heat capacity of ice, this is equivalent to 12,000 BTU per hour. The efficiency of a chiller
should be expressed by tons output per kW input; this parameter, however, is usually given in
kW/ton.

A means of measuring the efficiency of a complete cooling system is by the coefficient of
performance (COP). This parameter is simply the ratio of the desired energy (heat to be extracted
from a space) to the energy needed to obtain this result (work). Many new systems may have a
COP of about 4.0, but a more representative value, and one that we will use in this study, is 3.5.
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Chiller Sizing:

Ali coolingsystemsutilize a chiller to meet the peak cooling load. The chiller installed with
thermal storage will almost always have a smaller capacity than that of conventional systems,
resulting in a smaller first cost for this component. Partial storage operation requires the smallest
chiller, while full storage needs the largest (aside from a conventional system).

For ali storage systems, the chiller must do two tasks--it must chill water when directly cool-
ing the building, and it must produce ice or cold water when charging the storage. In the former
mode, chiller operation generally occurs around design temperatures (for condenser and evapora-
tor), so its average capacity is essentially the rated capacity [3]. For charging conditions, the eva-
porator temperature is about 10°C lower than the design temperature, reducing the actual capa-
city of the chiller to about 70% of its full value [3]. Chiller size is based on the average capacity,
which accounts for its lower output when operating in ice building mode.

To properly size the chiller, its average capacity must be determined by adding the products
of chiller output and number of hours at this level of cperation, and then dividing the sum by the
total number of operating hours. For partial storage, in which the chiller runs ali the time, the aver-
agecapacity would be given by:

[(1.00, no. of hours serving bldg load) + (0.70 • no. of hours charging storage)] / 24 hours

The nominal sizing calculation is then based on the building load (in ton-hours) divided by the pro-
duct of average capacity and the number of operating hours. Thus the chiller in a full storage sys-
tem is sized by dividing the capacity-averaged number of non-peak hours into the daily load.

Storage Sizing:

Storage size depends on both chiller output, because the chiller's load is reduced when
charging storage, and on the number of hours available for its charging. Full storage operation
requires the largest storage size in order to meet the highest instantaneous load; a partial storage
system requires the smallest.

This calculation relies on complete understanding of operational strategies. Both partial and
full storage operation is simply based on the product of the nominal chiller capacity, the number of
storage charging hours, and the chiller rating in storage mode (0.70). In the demand-limited case,
the chiller meets some of the cooling load directly, while at the same time partially charging the
storage, lt ceases to operate when the baseload building demands rise. Thus the size of the
storage equals the sum of the load it meets when the chiller is off plus the summation of the hourly
differences between the cooling load and the nominal chiller capacity over ali hours the load
exceeds this capacity. The longer the on-peak period, the shorter the charging time; the storage
must be charged in the remaining hours of the day. With this strategy, storage capacity is based
on the summation of the difference between L_uildingload and chiller output over the hours this
difference is positive. Sizing calculation examples are presented in Appendix 1I.B.

ELECTRIC UTILITY LOADS AND RESOURCES IN ASEAN COUNTRIES

Introduction

In this section, key parameters relevant to cool storage feasibility will be examined for each
of the ASEAN countries. These include utility load curves, load factors, rates, capital costs,
operational costs, imported oil reliance, leadtimes, and transmission and distribution losses.

Load Curve

Because thermal storage is first and foremost a load management technology,the most
importantfactor affectingitspotentialdevelopmentin ASEAN countriesis the shapeof utilityload
curves. From the perspectiveof the utility,the irregularityof electricitydemand across the day
poses a capacityproblem. To satisfythe highestdemand, most utilitiesin these countriesmust
buildadditionalcapacity,althoughsomepower companies have the optionto purchaseelectricity,
if available, from a neighboringutility. Bothchoices are expensive, so most utilitiesattempt to
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avoid or minimize variationsin daily peak load profile. Thermal energy storage is an excellent
means, in the context of buildings, of leveling peak demand. Thus if a well-defined peak exists in
a utility's dally load curves and this corresponds to the cooling load prolile in commercial build-
ings, these buildings are good candidates for thermal storage. Load curve graphs for each coun-
try except Singaporefollow.

For Malaysia (Figures 11-1 and 11-2) as well as Singapore, the daily utility load shapes
show a peak from late morning to the late afternoon, with a "plateau" during this period, In the
Philippines (Figures 11-5 and 11-6), a late morning peak occurs, but demand generally decreases
through the afternoon, and an evening peak appears. The utility load in Thailand (Figures 11-7
and 11-8) is somewhat different, building through the day to a peak in the early evening. For ali
four countries, the level of peak demand is roughly 1.5 to 2 times higher than the minimum
demand at night. Apparently, the evening "sub-peaks" (peak in Thailand) are driven by residential
applications, while the daytime peak shape is primarily due to commercial and industrial demand.

Monthly patterns of electricity demand show little variation throughout the year. In Singa-
pore, Malaysia, and Thailand, electricity demand tends to be relatively constant throughout the
year. The highest level of demand generally remains only about 10% higher than for the month of
lowest peak demand, with similar daily load shapes. The same trend in peak levels is visible in
the Philippines. The "dual-peak" shape shifts slightly over time, however; the evening peak is
generally the highest for nine months of the year while the noon peak is the maximum for the war-
mest three (generally the second quarter).

Indonesia presents a different situation (Figures 11-3 and 11-4). The electric generation
system in that country faces a late afternoon/evening peak (about 4 P.M. -10 P.M.). Although only
15% of residences have electricity, the commercial and industrial sectors are very small and thus
do not contribute significantly to the national demand for electric power. Indonesia's electric load
is essentially seasonally invariant as weil, due to relatively constant climatic conditions.

Assuming normal business hours (8 A.M.-5 P.M.), the commercial cooling loads occur dur-
ing the utility's shoulder or off-peak periods. The only real concern to building owners in
Indonesia, assuming time-differentiated rates, is to insure that cooling systems are turned off by
4:00 P.M. To maintain comfortable conditions after this time, overcooling in the morning and early
afternoon may be necessary.

For three of these countries (Malaysia, the Philippines, and Singapore), the utilities' peak
demand period occurs within some of the hours during which the cooling load of commercial build-
ings is present. This is the most important condition for thermal energy storage potential. In the
remaining two countries (Thailand and Indonesia), however, this commercial cooling load does
not contribute substantially to the utilities' daily peak, so the possibilities for significant cool
storage development appear minimal. Within the jurisdiction of local urban utilities, such as the
Manila Electric Company in the Philippines, the Metropolitan Electric Authority in (Bangkok) Thai-
land, and of course the Public Utilities Board in Singapore, the daily load profiles show a great
deal of similarity to those of developed countries. (An example of this shape is shown as total
energy sales in Figure 11-8.) For these utilities, thermal energy storage technology would prob-
ably be quite feasible.

In the future, Malaysia, and Indonesia in particular, expect relatively large growth in the
industrial sector, especially in relation to the other ASEAN countries. Ali of the ASEAN countries
with the exception of Thailand foresee a smaller percentage of peak capacity devoted to the
residential sector and a relatively steady commercial sector growth. Thus it is likely that in the
future, utility load shapes will shift from a residentially-driven peak to a larger, early afternoon
peak, affected by greater commercial and industrial demand. Although there will likely also be
substantial growth in residential electricity demand, the other two sectors are projected to grow
even more quickly. Under these new conditions, thermal energy storage would be an important
technology to consider in ali of these countries.
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Electric Demand Growth Rate

Comparedto the experienceof utilitiesin the UnitedStates, the electricitygrowthrate in the
five ASEAN countrieshas been very high. Althoughthis rate has slowed somewhatin recent
years,it is stillquitehigh.

Thefollowingtabulationsshowfiguresfor annual electricityandpeakdemand growthrates:

AnnualElectricityGrowthRates '

Singapore Malaysia Indonesia Philippines Thailand U.S,
Electricity(1975-80) 11.1% 12.2% 11.8% 8.4% 12.1% 3.7%
(1980-84) 7.6% 8,4% 16.1% 7.9% 10.5% 2.2%
(1985-2000, proj) 6.8% 8.2% 17.0% 8.5% 6.7% 2.7%

AnnualPeak DemandGrowth Rates"

Singapore Malaysia Indonesia Philippines Thailand U.S.
Peak Growth(1975-80) 9.3% 15.5% 17.7% 8.1% 11.1% 3.3%
(1980-84) 7.6% 8.6% 12.1% 6.0% 10.1% 2.4%
(1985-2000, proj) 6.9% 7.7% 16.8% 7.7% 7.5% 2.5%

Note: Ali data showninthissectionare givenin Tables 11-1through11-6.

Dueto the rapidexpansioninpeakdemand, largeadditionsto the electricsupplysystemwill
continue to be needed in the future. This expansion requires large capital outlays from the
economiesof these nations. Giventhe expectedcapacity need andthe costper kW for supplying
that power,the totalcapital requiredin the year 2000 for plantconstructionalone will range from
about$1.5 billion (Singapore)to $5.6 billion(Indonesia). However,thesefiguresare in 1982 U.S.
dollars; the nominal totalscould very well be twice these by the end of the century. If thermal
storagecan reduce the need for additionalgeneratingcapacity at lowerexpense and with equal
reliability,then some of this capital could be used in other economic sectors. The higher the
annualelectricityand peak demand growthrates, the betterthe opportunitiesfor thermalenergy
storage.

Malaysia and Indonesiain particularexpect relativelylargegrowthin the industrialsector,
but ali of the ASEAN countrieswith the exceptionof Thailandforesee a smaller percentageof
peakcapacity devotedto the residentialsector, lt is likelythat in the futureutilityloadshapeswill
shiftfrom a residentially-drivenpeakto a larger,early afternoonpeakcausedby greatercommer-
cial and industrialdemand. Althoughsubstantialgrowthin residentialelectricitydemand is also
likely, the other two sectorsare projectedto grow even more quickly. Under these new condi-
tions,thermalenergy storagewouldbe an importanttechnologyto considerfor commercialbuild-
ing application.
Commercial Growth:

Commercialelectricityuse is a significantportion of the totalelectricityconsumptioninali of
the ASEAN countries. The followingtabulationshowsthe percentageof total electrical use in
each countrythat isdevotedto thissector:

CommercialElectricityConsumptionas a Percentageof TotalElectricityConsumption"

Singapore Malaysia Indonesia Philippines Thailand
% Commercial (1980) 41.4% 27.1% 29.4% 31.9% 27.2%
(1983) 36.4% 30% 20.9% 32% 26%
(2000, proj) unknown unknown 28% unknown 19%

" Sources: ResourcesSystems Institute(1975-1980, 1985-2000 ASEAN data) [4]. Asian Electric PowerUtilitiesData
Book (1980-1984 ASEAN data)[5] AnnualEnergyReview 1985 (1975-1984 U.S data)[6]. ElectricSup-
ply and Demand(U.S. Data, projected)[7]
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These figurescan be comparedto the commercialsector electricityuse in the United States in
1983 of approximately25% [8].

Althoughnot the largestfactorin electricitygrowthrates (industrialuse is), commercialelec-
tdcityconsumptionhas been growingrapidly. The followingtabulationshowsthe annualgrowth
rate in commercial sector electricityuse:

AnnualCommercialSectorElectricityGrowthRates"

Singapore Malaysia Indonesia Philippines Thailand
Electricity(1975-80) 7.5% 14.1% 21.8% -8% 11.2%
(1980-83) 2.9% 10.5% 3.0% 4.3% 5.9%
(1984-2000, proj) unknown unknown 18.1% unknown 5.1%

While the growthrates in both totuiand commercialsectorelectricaldemandhave slowedin the
mostrecentyears, they are still largeenoughfor concern. From electricitydemand figures,both
nationallyandcommercially,it is clearthat highgrowthratesin alicountries(especiallyIndonesia,
Malaysia,and Thailand) indicatesome potentialfor thermalstorageas a sociallybeneficialtech-
nology.

Constructionof new commercialbuildingsis alsogrowingrapidly,as thesecountriesattempt
to expand their economiesin the same manner as developed nations. Assumingthat demand
conditions warrant some examination of thermal storage as a viable technology, some
entrepreneurswill take the initiativeand install these systemsin a certainpercentage of new
buildings.While thermal storageis not restrictedto new buildings,it is more cost-effectivewhen
incorporatedin them. The greaterthe growth rate of commercialbuilding,the larger the number
of energystoragesystemsthat can be introduced.

Rate Schedules

Average utility rates for electricityconsumptionin these countriesappear to be somewhat
higherthanthose inthe United States:

AverageUtilityRates (U.S. ¢ per kwh, 1982)

[U.S.¢/kWh] Singapore Malaysia Indonesia Philippines Thailand U.S.
Utilityrate, alisectors 8.5 8.6 8.6 6.9 7.9 -6.1
commercialsector 9.1 9.7 13.7 9.3 9.5 -6.9

To understandthe significanceof these rates, they can be comparedto the 1982 grossnational
product(GNP) andGNP per capita,for eachcountry,as givenbelow[5].

GrossNationalProductand GrossNational
ProductPer Capita (1982 U.S. dollars)

[U.S. $] ,, Singapore Malaysia Indonesia Philippines Thailand U.S.
GNP (x$10°) 16.6 27.8 87.1 40.4 39.4 3,070
GNP/capita 5,600 1,950 500 790 766 13,020

From the rates and income in the two tabulations above, the electricity charges appear particularly
expensive to the average individual in an ASEAN country. Incentive to reduce at least individual
electricity bills is undoubtedly greater in ASEAN countries than it would be in the U.S..

In addition to charges for electricity use, time-of-use demand charges are an important tool
for any load management strategy, including thermal energy storage. The following tabulation

* Sources: ResourcesSystems Institute(1975-1980, 1985-2000 ASEAN data) [4] Asian Electric Power UtilitiesData
Book(1980-1984 ASEANdata) [5]
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showsthe mostrecentdemand charges,in U.S. dollarsper kW (1982) [4]:

Demand Charge,CommercialSector(U.S. $ per kW, 1982)

[U.S. S/kW] Singapore Malaysia Indonesia Philippines Thailand U.S.
Demandcharge 1.40 4.60 variesw/kWh 1.48 4.25 wide range

Althoughali of these countrieshave sometype of demand charges, there are variationsin
whichcustomersare chargedandat what rate. Thistype of chargeis used bya utilityto take into
accountadditionalcapacitynecessaryto meet dailyvariationsin electricloads. A utilitydemand
charge shouldreflect,but rarely does, the marginalcost o! supplyingadditionalpower at peak
times. In Singapore,demandcharges applyonlyto large,highvoltageindustrialand commercial
customers. The othernationscharge for demand,butthe rate is not necessarilybasedon time of
use.

While these figures by themselves cannot readilydemonstrate how economicalthermal
storage may be in ASEAN countries, time-of-use rates would automaticallyprovide some
economic incentive to shift cooling loads off-peak. Other Asian nations, notably Korea, have
shownthat peak loads can be dramaticallyreducedby time-of-day pricing,especiallyfor large
electricityusers [5]. Time-of-use rates are appliedonly to large industrialusers in Singapore,
Malaysia, andThailand(not for commercialcustomers);inthe Philippinesthey do notexist forany
type of customer, lt is onlyin Indonesiathat time-differentiatedratesapplyto the commercialsec-
tor,with an on-peak rate about60% higherthan theoff-peak rate. In fact, these tariffswere intro-
ducedto reflectthe marginalcostsof supply.

In general,electricitytariffsare notbasedon marginalcosts,but are probablydeterminedby
some measureof averagecosts[5]. lt seemsthat loanconditionsimposedby internationalfinan-
cial institutions(suchas the World Bank) have raisedcostsof supplyingnew power and caused
utilityratesto be higherthanwouldotherwisehaveoccurred.

lt is clear that if these countrieswere to institutetime-of-use rates and raise or institute
time-of-usedemand charges,utility pricingwould more accurately reflect utility costs, and thermal
energy storage would have a greater economic potential.

Capital Costs

Due to such highgrowth rates in electric demand (as mentioned previously), there will be a
need for the construction of many new power plants--especially with growth in peak demand.
Financing new plants will place great strains on limited capital resources. Capital costs for new
generating facilities vary with fuel type and have been estimated for each country, as shown in the
following tabulation:

Capital Costs for Power Plant Construction (U.S. $ per kW, 1982).

[U.S. S/kW] Singapore Malaysia Indonesia Philippines Thailand U.S.
Oil plants unknown $680 $561 $989 $616 - $500
Gas plants no plants $540 $254 no plants $616 - $250
Coal plants no plants $920 $667 $1100 $792 - $1000

Thermal storage technology becomes more economically favorable as the financial commit-
ment to new power capacity increases because it can replace some of the need for supplying
additional demand more cheaply. A portion of this needed capacity--and thus required capital--
can be avoided if some of the projected peak demand can be reduced or shifted to a period of
excess capacity (off-peak) with cool storage. However, installing thermal energy storage systems
shifts the financial burden from the central power authority (which typically has good access to
capital) to the end user (who may have more difficulty raising capital).

Neither transmission nor distribution costs are included in these estimates, but these costs

vary little among countries and by type of power plant Between 1975 and 1983, transmission
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investmentsin the Philippinesamountedto 15% of totalpowerexpenses, approximately$50,000
to $100,000 per kilometerof distribution. In Indonesia,due to its islandgeography,these costs
are somewhatgreater.

Expenses for electricitygenerationare already 4-10% of annualgrossdomesticproductin
Thailand. In the Philippines,these expensesare growingat an annualrate of about8.5%, while
the annual grossdomesticproductis growingat only 7.6%. The resultof this gap is that new
power plants must be financedat up to 60% by foreigncurrencyloans. This story is muchthe
same in Malaysia,where both electricityand water use has been growingat 12% annuallywhile
the country'sgrossdomesticproducthas been increasingat onlya 7% annual rate [4]. Financial
contributionsto thermalstoragetechnologyare a morecost-effectivemethodof meetinggrowthin
electricitydemand than is building new power plants. The role of capital costs will be made
clearerin Appendix11-B.

Utility Operating Costs

In ali of the ASEAN countries,fuel costsmake up a largepercentageof electricalgeneration
costs. Oil is the onlyfuel sourcecommonto ali of thesenations,and fromthe followingtabulation
we can observe that fuel costs are by far the largestcomponentof generation costsfor plants
burningthis fuel.

Oil & FuelCostsas a Percentageof ElectricityGenerationCosts (1982)

Singapore Malaysia Indonesia Philippines Thailand U.S.
Oil costs(% of total) 71.3% 67.9% unknown 70.0% 75.1% unknown
Fuel costs(alifuels) 71.3% 66.0% 48.2% 78.6% 45.0% - 26%

Althoughthe costof oil is highrelativeto other fuels in ali oi these nations,oil (anditscosts)
makes up a large portion of total fuel costs. This suggests that for these countries which import
much of their fuel, vulnerability to world fuel price changes is greater than for those that do not.
As a result, ASEAN countries are attempting to shift to domestic fuel supplies for electricity pro-
duction (gas in Malaysia and Thailand, coal in Indonesia, Thailand, and the Philippines). Long-
term success of the plans depends on the indigenous quantities of these fuels in ASEAN countries
and the rate of their exploitation. Thermal energy storage provides another method of reducing
higher imported fuel costs by assisting these countries to minimize their operating costs (using
less expensive domestic fuels).

Reliance on Imported OII

A few of the ASEAN countriesare heavilydependenton oilas the majorfuel in the genera-
tion of electricity. Implementationof cool storage couldavoid or delay reliance on an imported
supply,as mentionedin the previoussection. Singaporeis mostvulnerable,obtainingali of its
energyfrom importedoil. The lowestrates of oil dependencyof the five ASEAN nationsare in
Malaysia, with only 31% of its oil being imported, and Indonesia, with about 41% of its oil so
obtained [4].

However, these figures do not specify the importance of oil in electricity production, as both
Malaysia and Indonesia are net exportersof oil. These countries import oil that is either at a lower
cost than domestically produced oil, or a higher grade of oil that is not found domestically. For the
purposes of electricity production, these two countries are essentially independent from foreign
sources.

Reliance on imported oil in the Philippines and Thailand appears even greater when focus-
ing on the issue of imported oil used in electricity generation, because domestically produced oil in
these two countries is mainly used for transportation.
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Pe:cantages of Oil Imported as a Primary Fuel (1.q82)

Singapore Malaysia Indonesia Philippines Thailand U.S.
% Oil Imported 100% 30.9% 40.8% 68.4% 57.1% 28%

Implementation of cool storage could minimize or delay the relia,]ce on an imported fuel sup-
ply. Night electl,city pr,)duction tends to rely more on domestically produced baseload. Thailand,
for example, l_ses its supply of lignite to generate baseload electricity. Malaysia generates its
baseload with _hermalplants (oil-fired now, with an attempt to shift to gas in the future), while in
Indonesia this load is supplied with a combination of thermal plants and hydroelectricity. The
overall policy for the future in ali (,I these nations is to increase the use of domestically exploitable
fuels and reduce imports. Switching commercial building cooling from daytime (on-peak) to nighit-
time (off-peak) can mean greater use of baseload capacity and thus a lower reliance on a foreign
supply of fuel.

The fuel cost of a generated kilow,_tt-houris about 70% of the total cost in these countries,
indicating the smaller effect of capital costs in electricity production. Both lower capital costs and
higher fuel costs are responsible for this trend. As a consequence, deferring the need for new
power generation and avoiding associated capital costs will not produce the same effect as in the
U.S., where typical fuel costs are only about 25% of the total [9]. Savings will more likely be from
reduced operating (fuel) costs. Inst,_ad,increasing imported oil ;eliance provides another incen.
/!ivafor the introduction of thermal storage techr,ology.

Load Factor

Utilityloadfavor is definedas the ratioof averageelectricaldemandto the highestdemand
for a givenperiod. As electricityconsumptionis transferredfrom on-peakto off-peakperiods,the
loadfactor increases,and existingpowerplantswill be used more effectively. Loadfactor tends
to increasewith a greaterpercentageof electrical energydevoted to industrialuse. Powercom-
paniesattemptto bringtheir load factorsu# as highas possibleto betterutilizegeneratingcapa-
city, so improving this parameter will continueto be a priority for the future.

Annual Load Factors (1982)

Singapore Malaysia Indonesia Philippines Thailand U.S.
Load Factor 5, .5% 63.9% 5_.8% 68% 67.7% 61.1%

With the excep_lonof Indonesia, these figures are slightly higher than the average load factors in
the U.S., which range from about 55% to 66% [7]. For two of these nations IMalaysia and Thai-
land), their utilities' load factor has declined slightly in recent years (by about 1-2%). In Thailand,
this t_endis expected to continue through the rest of this century.

Although it may be difficult to increase these figures dramatically, thermal energy storage
can improve load factors in these countries by shifting demand from on-peak to off-peak periods.

Lead Times

Building new electrical capacity requires several years between initial planning and final con-
nection to the power grid. This "lead time" in ASEAN countries is, at minimum, a 4-5 year period.
Uncertainty in the world's economies affects industrial growth in each country, which in turn
changes the growth rate of electricity demand. The greater this uncertainty, the higher the poten-
tial for errors by utility planners when lead time is taken into account; lead times can easily
lengthen. Thermal unergy storage becomes more favorable as lead times increase, because it
can be added to b_Jildingstock relatively quickly_allowing for much greater flexibility in respond-
ing to the need for power.
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Lead Timesfor Constructionof New Power Plants (1982)

Singapore Malaysia Indonesia Philippines Thailand U.S.
Lead Times (years) unknown 4.5 7.5 6-8.5 6.5 various

Although there are also lead times for building design and construction, these are often
shorter than the lead time for constructing power plants. Thus thermal storage offers utilities a
means of more readily adapting to an expected change in electrical demand, lt is likely, however,
that thermal energy storage cannot be installed on the scale needed to eliminate ali new peaking
capacity needs.

Transmlsslon and Dlstrlbutlon Losses

Because transmissionand distribution losses can increase when there are swings in
demand profiles, these losses become larger as utility load profiles display a large daily range
(small load factors). These losses can be significant when considering the amount of electrical
power generated [4]:

Transmission and Distribution Losses (1982)

Singapore Malaysia Indonesia Philippines Thailand U.S.
Losses 4.9% 8.8% 259% 14.2% 9.8% unknown

Distribution losses are highest in Indonesia and the Philippines because they are island
nations, and it is comparatively expensive to connect these geographic outposts to an electricity
grid.

Additions to transmission and distribution systems are driven by peak demand, not energy;
since therma_ storage reduces peak demand, its use can reduce the growing need for new
transmission and distribution facilities. By itself, thermal storage technology will not substantially
reduce transmission and distribution losses, but reduction in peak loads due to energy storage
installation avoids or delays additional generation, and thus transmission equipment. By inference
this load reduction also avoids or delays losses within this system.

Tables 11-1through 11-6 summarize the information presented thus far.

THERMAL ENERGY STORAGE COST-EFFECTIVENESS IN ASEAN COUNTRIES

Introduction

To fully evaluate the cost-effectivenessof thermal storageunder ASEAN conditions,it is
important to examine the components of cooling system economics. A brief discussionof
engineeringcriteriawillbe includedto understandthe financialparametersof thistechnology.

EconornicAnalysis

The economic analysis is primarily dependent on both the applicableelectric utility rate
structureand on the sizingof the system;these in turn affectthe economicparameters(costsof
operationandcapitalcosts).

Utility Rate Structure:

Thermal energy storage displaces energy from on-peak to off-peak, but does not necessarily
save energy. Depending on building loads, energy use may be either higher, due to thermal
losses (or poor control), or lower, because the chiller is used at full load (better efficiency). But
energy savings, if they exist at all, will be small.

Utility rates are essential in the calculation of dollar savings, lt is difficult to generalize on
the point of rate schedules, because in the U.S. there are some 3000 electric utility companies.
Ali have multiple rate schedules for different customer classes, depending on location, cost of
fuels, operation mix, size, and regulatory policy. Increasingly, they offer seasonally adjusted
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time-of-userates, two or three periodsper day, duringwhichkWh and kW are chargedat different
rates. These types of rate schedulesprovidethe best economicclimatefor thermalstoragesys-
tems. An exampleof a typicaltime-of-userate schedulefor a U.S. utilityis givenin Appendix1l-
B.

Strategies oi Operation

As mentionedin the firstsection,three differentstoragestrategiescan be employed: partial
storage,full storage,and demand-limitedstorage. Eachapproachwillbe discussedseparately.

Partial Storage:

In thiscase, the chilleroperates24 hoursper day. When the buildingis not occupied,the
chilleris usedto replenishcool energyin storage;duringoccupied(usuallypeak) hours,thecool-
ing load is met by a combinationof chilleroperation(directcooling)and storageoutput(indirect
cooling). The chillerchargesthe storagewhen the coolingload is less than the rated chillerout-
put. During occupiedhours, the coolingload is greater than chiller output,so the energy from
storagemakes up thisdifference. Duringpeak utilityhours,coolingsystemdemand (in kW) can
be reducedbyapproximately40-50%.

Full Storage:

This approachattempts to minimizea building'selectricaldemand duringthe utilitypeak
demand period by providingthe coolingrequirementsfor the buildingdirectlyfrom storage. To
accomplishthis, the chilleris not runduringthe peak period,when it wouldsubstantiallyincrease
the overallelectricdemandfor that building.Thus the longerthe on-peak period,the shorterthe
chargingtime;the storagemustbe chargedin the remaininghoursof the day. The peak cooling
load can be reducedby 80-90% from the conventionalcoolingpeak (the portionof the peak cool-
ing load not reducedis fromwater and air distributionsystemsmfansand pumps). For situations
in which on-peak cooling loadsare of relativelyshortduration,full storageis the logicalopera-
tionalstrategy.

Demand-Limited Storage:

By using more sophisticatedcontrols, a demand-limitedstrategy is somewhat of a mix
betweenpartial and full storage. The objectiveis to minimizethe coolingcontributionto the build-
ing peak by ensuringthat the non-cooling"baseload" buildingdemandis neverexceeded (similar
to full storage), but that the chiller operates during ali hours other than the hours at which
baseloaddemands are at theirpeak. Duringsome of the day, includingsomeon-peak hours,the
chillercan directlymeet the coolingload whilealsochargingthe storage(as does partialstorage).
This strategythus requiresa smallerchillerthandoes fullstorageoperation, lt is also best suited
for buildings with a large baseload demand and relatively short occupancy periods (to allow
greater storage-charging time).

There are trade-otis for each strategy. Partial storage operation requires a smaller chiller
and storage equipment than does full storage. This requires lower first costs, but also results in
lower peak demand savings. Full storage has higher first costs, but also more significant peak
demand savings. For demand-limited operation, both first costs and savings in reduced utility
charges approach those of full storage. A demand-limited strategy requires the most complex set
of controls, however; both the daily cooling and daily non-cooling loads must be known or accu-
rately calculated in order to deturmine the proper hours and load of chiller operation.

In many cases, the lower initial costs of partial storage systems allow a rapid payback time,
eliminating the need for utility payment programs. For a portion of full storage systems, utility-
sponsored programs are often needed to reduce the paybacktime to an acceptably short period.

These operational strategies are presented graphically in Figures 11-9 through 11-12.
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System Sizing

As discussedin the firstsection,bothchiller outputand the combined capacityof chillerplus
storagemustbe basedon the coolingdemandsof the building.Once the chillerandstoragehave
been sized, the initialcapitalcostsof the systemcan becalculated.

Economic Parameters

The two fundamentalparametersto be studiedare first-costsavingsand annualoperational
costs. The first-costsavingsfrom a coolingsystem in a buildingare the cost of ali refrigeration
equipment,includingchiller(s)and storage,reduced by the savingsover that of a conventional
system. The levelof savingsdependon technologyand strategy. For a conventionalsystem,the
first cost is simplythe capital cost of the chiller;for the storage strategies,however,this cost
includesboth the chiller cost and the capitalcost of the storage equipment. For the purposesof
illustration,we willuse U.S. capitalcost data; thesefiguresmay be differentinthe ASEAN coun-
tries.

Chiller Cost:

The average installedchillercost in 1985 was $336/ton [10]. In 1986, the City of Palo Alto
(California)UtilitiesDepartment liberally estimatedthis cost to be $400/ton. For our analysis, we
will consider this cost to be $400/ton.

Storage Cost:

For ice systems, basic storage cost is very size dependent, increasing by about 20% when
transportation and installation are included. Current delivered costs of $1.20-$2.95/kg are widely
accepted [11]. For a typical ice system, costs of storage would fall in the range of:

(12,660 [kJ/ton-hr] • 1.20-2.95[$/kg])/335 [kJ/kg] = 45 to 111 [$/ton-hr]

Chilled water storage systems also exhibit economies of scale, although to a lesser extent
than does ice storage. Large tanks, including pipes, pumps and controls, and installation costs,
tend to be priced at costs of $0.55-$1.10/gallon ($0.15-$0.30/liter) [11]. Thus for a typical tem-
perature difference in the tank of approximately 12°C,the storage cost would be:

(12,660 [kJ/ton-hr] • 0.15-0.30 [$/I])/ (4.19 [kJ/kg-°C] * 12 [°C] • 1.0 [kg/I]) = 38 to 76 [$tton-hr]

Because the difference between ice and chilled water storage costs is more significant for small
applications (higher costs per ton-hour), we will take the range of $50-$100/ton-hr to be represen-
tative of current storage costs.

Annual Operating Cost Savings:

For any given system, operating savings are dependent on rate schedules as the savings
realized from cool storage are based on reductions in demand and in energy charges. We will
discuss this figure in detail in Appendix 11-B.

Investment Analysis

Several basic parameterswere used to analyze capital investmentin the field of energy;
simplepaybacktime;netpresentvalue; and investmentper peak kW saved.

• Simplepaybacktime.

This variableindicatesthe periodof time needed for a thermalstorage systemto realize operating
savingsequal to the increasedcapital investmentover a conventionalHVAC system. The pay-
back period is calculatedby simplydividingthe capital cost difference (incrementalfirst-cost)by
the annualsavingsin operationalcosts.

Boththe drawback and the advantageto this analysis is its simplicity. The time-value of
savings, for example, is not considered. There is also an implicit assumptionhere that utility
charges are fixed;however, any changesin utilityrates will result in differentsavingsand thus a
differentpaybacktime. Yet the uncertaintiesinfuturecostsof bothequipmentand utilityrates are
undoubtedlygreater than those producedby the assumption of simple payback [3], especiallyfor
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relatively longtime periods. For shortertime periods(3-5 years), lack of discountingdoes not
pose a problem,andpaybacktime providesan easy measurebetweentwo key parameters.
Thusthismethodhaswide acceptance.

• Net presentvalue.

The conceptof net presentvalue expressesthe worth of an investment'sfuture valuesin current
dollarsbasedon anestimateddiscountrate. More specifically,

NPV = T.,(savingsin Nth year / (1 + r)N)- Initialinvestmentcost

lt is clear that the discountrate, r, is very importantin thisanalysis. As this rate increases,net
present value approachesthe currentvalue, which correspondsto a shortsimplepaybacktime.
At low discountrates, the net present value increases(payback time lengthens),reducingthe
attractivenessof the investment. Simplepayback is easierto calculateand thus moreoftenused.

• Investmentper peakkW saved.

This parameteris specificallyuselul to utilitieswhichmay be involvedin the financingprocess. II
some of the new peakdemandcan be met withouthavingto buildan expensivenew plantor pur-
chase energyfrom an adjacent power grid at a high price, the utilitywill be likelyto pursuethis
course. Many utilitiesare willingto offer incentivesfor each kW saved, includingthat saved by
thermal energystorage. Currentexamples of utilityincentivesin the U.S. range from $200/kW
(PacificGas & Electric,California)lo $400/kW (Cityof PaloAlto,California).

Example

At this point, we will examine a "typical" office building:the "Malaysian commercialoffice
module" will be used as the case study. General daily load conditionsare discussedin greater
detailin Appendix1I-B.

BuildingLoad= 800 ton-hours(2820 kWh)
Coolingpeak = 92 tons
Chillersize = 100 tons(350 kW)
Buildingoperatinghours= 8 A.M. - 6 P.M. (10 hours)
On-peakhours= 10 A.M. - 6 P.M. (8 hours)

First-Cost Ana/y$is:

Ali of the estimates for storagecosts in this analysis will be based on the average of two
costs: a typicalcase, with estimatedU.S. figuresfor large storageequipmentand operationof
$50/ton-hr;and a conservativecase, withhighfiguresof $100/ton-hr. Of course,thesefiguresare
for illustrativepurposesonly--actual costswillvary.

Equipment Cost

Chiller: $400/ton
Storage: $75/ton-hr

Fora conventionalsystem,the chillersizeis about350 kW (100tons), and there is no storage.

100 [tons]* $400/ton= $40,000

Firstcosts for eachstoragemode basedon this examplebuildingare calculatedin Appendix1l-
B.

The peakcost incurredby the installationof a thermal storagesystemcan be comparedto
the costof supplyingan additionalpeak kW. Ingeneral,the costper avoidedpeak kW tendsto be
lower for partialstoragethan are incrementalsupply(capital)costs. If we recallthe 1982-based
capitalcosts for new power facilities in ASEAN countries,we find these range from $540/kW to
$1100/kW for ali typesof plants,with the one exceptionof $254 for gas plantsin Indonesia.The
cost for an avoided peak kW utilizingthermal storage in this example falls into the range of
$213/kW to $523/kW. For this gas plant example, only the partial storage case demonstrates
cost-effectiveness.But for ali other plantconstruction,the avoidedpeak costs for every storage
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case in thisexampleare smaller.

From some utilities' perspectives, it makes better sense to offer subsidies (grants or
rebates)for thesetypesof load managementtechniquesthanto financenewpeak loadplantcon-
struction. However, estimatedcosts for ali strategies are low enough not to require subsidies
(grantsor rebates);withsubsidies,these strategiescan showevengreatercost-effectiveness.

Operational Cost Savings:

As we previouslymentioned,the savingsanalysisis significantlydependenton the prevail-
ingrate schedulesof the localutility. Eithera demand chargeor time-of-useenergyratesmustbe
presentforthermalenergystorageto showany degreeof cost-effectiveness.

The savings in annual operationalcosts are calculatedby simplesubtractionof the utility
costsfor eachstoragesystemfromthoseof the conventionalsystem. Finally,the simplepayback
timecan be found bydividingthe increasedcapitalcostby these annualoperatingcost savings.

Applications to ASEAN Countries

Informationon load shapes and rate schedules can be used with an example buildingto
demonstratethe applicationof thermal energystorageunder currentconditionsin ASEAN coun-
tries. Capital costswillbe assumedas similarto those found in the UnitedStates. In each case,
we will begin by analyzingcapital costs for ali four coolingsystem possibilities,then calculate
operating costs and payback for the same systems. Theoreticalcost-effectiveutilitycharges
underthese conditionsare offeredas weil.

Ma/aysia:

Current load conditionsshow a utility peak from about 8:30 A.M. to 5:30 P.M., basically
correspondingto businesshours(9 hours). In the analysis,we willassumethat thisperiodwillbe
consideredon-peakfor demandpurposes.We also assumefromthe loadcurvesthat commercial
buildingoperation is from 7 A.M. to 6 P.M. (11 hours). Thus for demand-limitedsystemsthe
chillerwill operate for ali butthe periodof peak buildingdemand (10 A.M. - 4 P.M.); for full sys-
tems it will run from 5:30 P.M. to 8:30 A.M. the next day. Giventhis scenario,the chillercost,
storagecost, and total investmentover a conventionalsystemcan be found by these methods,
discussedin greater detail inthe economicsexampleof the next section,and are presentedinthe
secondtabulationbelow.

By subtractingoperatingcosts for the storage cases from conventionalsystem costs, the
operatingcost savingscan be found. The ratioof the capitalcost increaseto annualoperational
savingsis the payback time. Costsbased on 1989 charges(demandcharge of $4.40/kW and
energychargeof $0.066/kWh for option1 and demand chargeof $6.96/kW and energychargeof
$0.066/kWh on-peak, $0.029 off-peak, option2) are showninthe thirdtabulation.

Payback times for ali strategiesunder these conditionsand assumptionsfor Malaysia are
alsolistedbelow.

OPERATING SCHEDULES, MALAYSIA

Conventional Partial Demand-Limited Full
System Storage Storage Storage

Averagedoperatinghours 11 18.42 12.58 10.50
On-peakhourso! operation 8:30am-5:30pm 8:30-5:30 8:30-10, 4-5:30 none
Buildingcoolinghours 11 8 0 0
Storagecharginghours 0 13.5 13.5 15
Simultaneousoperatinghours 0 2.5 4.5 0

11-17



CAPITAL COSTS, MALAYSIA

Conventional Partial Demand-Limited Full
System Storage Storage Storage

Effective chUler efficiency 1 0.77 0.70 0.70
Chiller capacity (tons) 100 43 64 76
Chiller capacity reduction (tons) -- 57 36 24
Chiller cost $40,000 $17,375 $25,429 $30,476
Chiller cost reduction -- $22,625 $14,571 $9,524

Storage size (ton-hrs) 0 478 666 800
Storage cost -- $35,813 $49,950 $60,000

Capital cost increase D $13,187 $35,379 $50,476

Cooling peak reduction (tons) -- 57 36 24
Incremental capital cost -- $233/ton $971/ton $2,120/ton
Cost per avoided peak kW -$680/kW* $26/kW $110/kW $241/kW

OPERATING COSTS, MALAYSIA

Conventional Partial Demand-Limited Full

t Option 1:

Annual operational costs $66,976.80 $56,464.30 $48,391.20 $48,391.20
Operational cost savings m $10,512.50 $18,585.60 $18,585.60

t Option 2:

Annual operational costs $72,857.80 $44,206.13 $25,784.20 $21,262.80
•Operational cost savings _ $28,651.68 $47,073.60 $51,595.00

PAYBACK, MALAYSIA

Conventional Partial Demand-Limited Full

Simple payback time (yrs)
t Option 1: n 1.3 yrs 1.9 yrs 2.7 yrs
t Option 2: -- 0.5 yrs 0.8 yrs 1.0 yrs

Next, operational economics can determine utility charges that would be cost-effective under
Malaysian load conditions. Formulas are developed and presented in detail in Appendix 11-B.
Demand charges and energy charge time differentials (peak charge - off-peak charge) can be cal-
culated for each strategy for a three-year payback period. The following tabulation shows these
calculated break-even rates.

* Thisfigureisofferedforoomparisonandis obtainedfromthe dataon capitalcostsof newpowerplantsforthe most
commontypeof plantineachcountry,inU.S.$ perkW. In thecaseof Malaysia,thisisthequotedcostforan oil-fired
plant.

t Notethatthe followingtwooptionsapply:

Option1: Option2:
Demandcharge $4.40S/kW Demandcharge $6.96S/kW
Electricitycharge $0.066S/kW On-peakelectricitycharge $0.066S/kW

Off-peakelectricitycharge $0.029S/kW
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BREAK-EVEN RATES, MALAYSIA

Conventional Partial Demand-Limited Full

* Option 1:

Demand charge m $2.40 $4.39 $5.23
Energychargedifferential m $0.014 $0.025 $0.028

Indonesia:

Demand in Indonesiagenerallypeaks between5 P.M. and 11 P.M., butthere are time-of-
use ratesfor the periodbetween6 P.M. and I0 P.M.. We assume in thiscase that commercial
buildingoperationis from7 A.M. to 6 P.M. This is an unusualconditionfor demand-limitedsys-
tems, but sincethis type of system is designedto avoid addingto the buildingpeak (notfunda-
mentallyconcernedwiththe utilitypeak), we assumethe building'snon-coolingdemand peaksfor
aboutsix hoursper day (10 A.M. - 6 P.M.). A full storagesystemwill operatefrom 10 P.M. to 6
P.M. the nextday. Chillercost, storagecost,and totalinvestmentare foundfor Indonesianbuild-
ingsin a similarmannerasfor the Malaysianexampleandare summarizedin a tabulationbelow.

OPERATING SCHEDULES, INDONESIA

Conventional Partial Demand-Limited Full
System Storage Storage Storage

Averaged operating hours 11 18.42 12.58 14.00
On-peakhoursof operation none 6-10pm 6-10pm none
Buildingcoolinghours 11 8 0 0
Storagecharginghours none 13.5 13.5 20
Simultaneousoperatinghours none 2.5 4.5 none

CAPITAL COSTS, INDONESIA

Conventional Partial Demand-Limited Full
System Storage Storage Storage

Effectivechillerefficiency 1.0 0.77 0.70 0.70
Chiller capacity (tons) 100 43 64 57
Chiller capacity reduction (tons) m 57 36 43
Chiller cost $40,000 $17,375 $25,429 $22,857
Chiller cost reduction -- $22,625 $14,571 $17,143

Storage size (ton-hrs) 0 478 666 800
Storage cost m $35,813 $49,950 $60,000

Capital cost increase _ $13,187 $35,379 $42,857

Coolingpeak reduction(tons) -- 57 36 43
Incremental capital cost -- $233/ton $971/ton $1,000/ton
Cost per avoided peak kW -$560/kW $26/kW $110/kW $114/kW

* Note that the followingtwo optionsapply:

Option 1: Option 2:
Demandcharge $4.40 S/kW Demandcharge $6.96 S/kW
Electricitycharge $0.066 S/kW On-peak electricitycharge $0.066 S/kW

Off-peak electricitycharge $0029 S/kW
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OPERATING COSTS, INDONESIA

Conventional Partial Demand-Limited Full

* Option 1:

Annualoperationalcosts $89,427.34 $64,590.31 $51,324.00 $43,992.00
Operationalcost savings m $24,837.03 $38,103.34 $45,435.34

* Option2:

Annualoperationalcosts $105,338.69 $67,321.66 $38,126.40 $38,126.40
Operationalcost savings -- $38,017.02 $67,212.29 $67,212.29

PAYBACK, INDONESIA

Conventional Partial Demand-Limited Full

Simplepaybacktime (yrs)
* Option1: w 0.5 yrs 0.9 yrs 0.9 yrs
* Option 2: -- 0.3 yrs 0.5 yrs 0.6 yrs

BREAK-EVENRATES, INDONESIA

Conventional Partial Demand-Limited Full

* Option 1:
Demand charge -- $2.40 $4.39 $5.92
Energy charge differential -- $0.036 $0.072 not relevant

The Philippines:

The load curves for the Philippines indicate that a utility peak exists between about 9 A.M.
and 8 P.M. Here we assume that normal commercial building operation is from 7 A.M. to 5 P.M.
A demand-limited system would run between 4 P.M. and the following 9 A.M., and with these
demand conditions a full storage system would operate for only 13 hours (8 P.M. to 9 A.M. the
next day). Capital costs for each storage strategy follow.

Simple payback times are determined, and for a three-year payback, demand and differen-
tial energy charges are calculated.

OPERATING SCHEDULES, THE PHILIPPINES

Conventional Partial Demand-Limited Full
System Storage Storage Storage

Averaged operating hours 10 18.19 11.19 9.10
On-peak hours of operation 9am-5pm 9am-8pm 4pm-8pm none
Building cooling hours 10 7 0 0
Storagecharginghours none 14 14 13
Simultaneousoperatinghours none 3 3 0

* Note that the followingtwo optionsapply:

Option 1: Option2:
Demand charge $1.90 S/kW Demandcharge $18.72 S/kW
On-peakelectricitycharge $0.120 S/kW Electricitycharge $0.052 S/kW
Off-peak electricitycharge $0.06 S/kW
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CAPITAL COSTS, THE PHILIPPINES

Conventional Partial Demand-Limited Full
System Storage Storage Storage

Effectivechillerefficiency 1.0 0.76 0.66 0.70
Chillercapacity(tons) 100 44 71 88
Chillercapacityreduction(tons) -- 56 29 12
Chillercost $40,000 $17,589 $28,589 $35,165
Chillercost reduction -- $22,411 $11,411 $4,835

Storagesize(ton-hrs) 0 500 705 800
Storagecost -- $37,475 $52,906 $60,000

Capitalcost increase -- $15,064 $41,495 $55,165
Coolingpeak reduction(tons) -- 56 29 12
Incrementalcapitalcost -- $269/ton $1,455/ton $4,564/ton
Costper avoidedpeak kW -$1000/kW $31/kW $165/kW $519/kW

OPERATING COSTS, THE PHILIPPINES

Conventional Partial Demand-Limited Full

Annual operational costs $36,156.68 $34,097.76 $32,481.80 $32,481.80
Operationalcost differential -- $2,058.92 $3,674.88 $3,674.88

PAYBACK, THE PHILIPPINES

Conventional Partial Demand-Limited Full

Simplepaybacktime (yrs) -- 7.3 11.3 15.0

BREAK-EVEN RATES, THE PHILIPPINES

Conventional Partial Demand-Limited Full

Demand charge -- $2.70 $4.58 $4.95
Energycharge differential -- $0.041 $0.085 $0.025

Thailand:

In Thailand,the load shapeis skewedin comparisonto Malaysiaand the Philippines,peak-
ingfrom about2 P.M. to 10 P.M. This indicatesa strongresidentialinfluencein dailypeak loads,
with Indonesiathe only other countryexhibitinga similartrend. By assumingbuildingoperation
from 7 A.M. to 5 P.M., only the last three hourswouldfall into the peak period. The demand-
limitedcase, concernedwith not exceedingthe non-thermalbuildingload, againshowsoperation
between4 P.M. and the next 9 A.M. Forlull storage,the chilleris not run duringthispeakperiod,
so it is runfor 16 hoursper day.

Simple paybacktimes are also given below. Operationalcost-effectivenessanalysisfor a
three-yearpaybackagainoffersestimatedbreak-evendemandanddifferentialenergycharges.

1
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OPERATING SCHEDULES, THAILAND

Conventional Partial Demand-Limited Full
System Storage Storage Storage

Averagedoperatinghours 10 18.19 11.19 11.20
On-peak hoursof operation 2-5pm 2-10pm 4-10pm none
Buildingcoolinghours 10 7 0 0
Storagecharginghours none 14 14 16
Simultaneousoperatinghours none 3 3 0

CAPITALCOSTS, THAILAND

Conventional Partial Demand-Limited Full
System Storage Storage Storage

Effectivechillerefficiency 1.0 0.76 0.66 0.70
Chillercapacity(tons) 100 44 71 71
Chillercapacityreduction(tons) -- 56 29 29
Chillercost $40,000 $17,589 $28,589 $28,571
Chillercostreduction -- $22,411 $11,411 $11,429
Storagesize (ton-hrs) 0 500 705 800
Storagecost -- $37,475 $52,906 $60,000

Capitalcost increase -- $15,064 $41,495 $48,571
Coolingpeak reduction(tons) -- 56 29 29
Incrementalcapitalcost -- $269/ton $1,455/ton $1,700/ton
Costper avoidedpeakkW -$620/kW $31/kW $165/W $193/kW

OPERATING COSTS, THAILAND

Conventional Partial Demand-Limited Full

Annual operational costs $74,618.64 $52,940.81 $35,926.80 $35,926.80
Operationalcost savings -- $21,677.83 $38,691.84 $38,691.84

PAYBACK, THAILAND

Conventional Partial Demand-Limited Full

Simplepaybacktime (yrs) -- 0.7 1.1 1.3

BREAK-EVEN RATES, THAILAND

Conventional Partial Demand-Limited Full

Demand charge m $2.70 $4.58 $5.37
Energychargedifferential -- $0.041 $0.085 $0.022

Singapore:

Load curves for Singaporeare not available at this time, but it appears that its economy
resemblesan urbanized,developed economymore thanone likeThailandor Indonesia. Thusit is
assumedforthe purposesof examplethat the utilityload curvewouldpeak between about9 A.M.
and 5 P,M,, with buildingoperationfrom 7 A.M. to 5 P.M. In this scenario,chiller operationfor
demand-limitedstoragewould be from 4 P.M. to 10 A.M.; full storageoperation would simply
avoidthe peakfrom9 A.M. to 5 P.M.
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OPERATING SCHEDULES, SINGAPORE

Conventional Partial Demand-Limited Full
System Storage Storage Storage

Averaged operating hours 10 18.19 12.28 11.20
On-peak hoursof operation 9am-5pm 9am-5pm 9-10am, 4-5pm none
Buildingcoolinghours 10 7 none none
Storagecharginghours none 14 14 16
Simultaneousoperatinghours none 3 4 none

CAPITALCOSTS, SINGAPORE

Conventional Partial Demand-Limited Full
System Storage Storage Storage

Efleclivechillerefficiency 1.0 0.76 0.68 0.70
Chiller capacity (tons) 100 44 65 71
Chillercapacity reduction (tons) -- 56 35 29
Chillercost $40,000 $17,589 $26,066 $28,571
Chiller cost reduction -- $22,411 $13,934 $11,429

Storage size (ton-hrs) 0 500 681 800
Storage cost -- $37,475 $51,067 $60,000

Capitalcost increase -- $15,064 $37,133 $48,571

Coolingpeakreduction(tons) -- 56 35 29
Incrementalcapitalcost -- $269/ton $1,066/ton $1,700/ton
Costper avoidedpeak kW unknown $31/kW $121/kW $193/kW

OPERATING COSTS, SINGAPORE

Conventional Partial Demand-Limited Full

Annual operational costs $54,822.33 $42,946.44 $32,880.85 $31,975.67
Operationalcostsavings -- $11,875.89 $21,941.48 $22,846.67

PAYBACK,SI,_JGAPORE

Conventional Partial Demand-Limited Full

Simplepaybacktime (yrs) -- 1.3 1.7 2.1

BREAK-EVEN RATES, SINGAPORE

Conventional Partial Demand-Limited Full

Demand charge -- $2.70 $4.50 $5.37
Energychargedifferential m $0.041 $0.076 $0.022

CONCLUSIONS

Potential Impact of Cool Storage in ASEAN Countries

We will quickly summarize main points for each country and their relevance to thermal
energy storage potential. Conditions of greatest importance in this discussion are those
"inherent" to energy supplyand demand in that country(loadcurve, electricityload curves, reli-
ance on importedoil, and power plant constructioncosts--includinglead times);of lesser weight
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are thosewhich can be most easily changed to respond to new conditions or desired policy (utility
rates).

For Singapore, several oi the previously outlined factors indicate at least some potential for
using thermal energy storage. These include the general shape of the load curve (the exact
shape is unavailable), the presence of a demand charge (although small), the overall costs of
electricity generation, and reliance on imported oil. The commercial sector consumes a higher
portion of electricity than in any of the other ASEAN countries. A few factors did not show favor-
able conditions for this technology--slowdown in the growth rate of electrical demand and low
transmission losses, for example--but the most important factors are positive. Because Singa-
pore is a bustling commerce center, an introduction of time-of-day rates and an increase in the
demand charge would provide the conditions for expansion of cool storage technology.

In Malaysia, an attempt is being made to shift away from oil as the principal fuel source for
the generation of electricity and toward the use of natural gas. The most important factors for
demonstrating the potential of thermal energy storages are present, and these are load shape and
the growth rate of electrical demand. In addition to these inherent conditions, a demand charge is
present here also, increasing this potential. The hindering factors are low imported fuel reliance,
low electricity prices (without commercial time-of-day rates), and low generation costs. Yet even
with these drawbacks, some thermal storage potential does seem to exist; the load shape and
electricity demand are dominating reasons.

Indonesia is a peculiar situation, because several factors are favorable to thermal storage
(high capital costs, smaller load factors than other countries, high transmission losses, long lead
time, and especially high electric demand growth rate), and the factor over which there is most
control, utility rates, are already high enough to attract cool storage technologymbut its load
profile is not particularly favorable. Because the residentially-dominated utility load curve does not
peak during ali business hours, there is a smaller incentive for utilities to encourage this technol-
ogy in Indonesia. Instead, by peaking in the evening hours, the load shape actually acts as a hin-
drance to thermal storage because chillers could not be run until later at night to build up the
storage, reducing the necessary charging time. lt appears that the industrial sector is expected to
show the greatest growth for the remainder of the century. If this is the case, a more level daily
load curve could result. Our conclusion is that for Indonesia, a change in the shape oi the utility
load curve to more closely resemble that of the commercial sector load curve would be the most
promising occurrence for cool storage potential. With so many other very promising conditions
present in Indonesia, utility load shape is really the limiting factor.

The Philippines is in a very good situation vis-a-vis thermal energy storage. The country's
utility load shape is very conducive to the applicalion of this technology, the growth rate in electri-
cal demand is favorable, and commercial electricity use is a significant portion of ali electricity
demand. Capital costs (as well as lead times and transmission losses) are relatively high, espe-
cially those for coal and hydro; since the current plan in this country is to shift away from the use
of oil as its main fuel in electricity production to other fuels, particularly coal, it may be quite
expensive to build additional capacity in the future. Time-of-use rates are not present yet, but
there is a demand charge (although small). Any policy that could reduce high oil dependency will
be encouraged. Current conditions are somewhat favorable in the Philippines for the adoption of
cool storage; commercial growth and introduction of time-of-day rates would increase this poten-
tial.

Lastly, Thailand also presents some conditions that are favorable to thermal energy storage,
and several that are not. Although the load curve for the major commercial center (Bangkok)
appears very appropriate to load management technology, the countrywide load curve indicates a
residential bias during much of the year. As the nation becomes more developed and urbanized,
demand conditions have been and will continue to move in the direction of more daytime load.
Capital costs are relatively expensive, and imported oil reliance is high enough to cause concern.
More importantly, growth in the use of electricity is high, and utility rates (particularly commercial
rates and the presence of a reasonable demand charge) are favorable. Based on these condi-
tions, thermal storage is specifically attractive in the urban center (Bangkok), but until the
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nationwideload shapechanges,itis notthroughoutthecountry.

While cool storage technologydoes appear to be cost-effectivein ali ASEAN countriestor
each storage strategy,it can be said that only in the cities of these nations--as commercialand
industrialcenters--is thermal energy storage probablyalready cost-effective;tor rural utilities,
inadequate incentivespreclude standardoperationoi these systems. However, recall that it is
preciselywithinthe commercialsettingthatwe are interestedin the applicationof thistechnology.

Final Comments

We have determinedthat there is some potentialfor cool storagei;i ASEAN countries,but
several points need to be examinedmore closely. Several pieces of data must be cbtainedto
achievestrongerconclusions.These includemore detailedloadprofiles,especiallybysectorand
givingthe end-use componentsof the daily peak; more detailedrate schedules,to give a more
precise economicpicture;a set of detailed simulations,to model system and buildingperfor-
mance; and an expansionof thisstudyto includeothertypesof buildings.The next stepsfor con-
siderationshouldbe a more extensivetechnical analysiswith utility rate scenarios, monitored
demonstrationbuildings,and implementationstrategies(such as guidelinesfor system design,
operationmanagement,rate adjustments,and utilityrebate possibilities).

Althoughwe cannotpredictthe future, we do have a good set of informationon which to
base a conclusion.We are confidentthat thermalenergystorageis a load managementtechnol-
ogythatcan be exploredat this time in Malaysia, the Philippines,Singapore,and Thailand,and in
Indonesiaif and when the utilityload curves favorablychange. (Of course,uncertaintiesin future
growthand costswill always exist, so that no unwaveringconclusioncan be made.) However,
using partialstorageoperation,there is littlereasonnot to use thermalenergystorage--especially
with similarfirst costs to a conventionalsystem. We also believe that thermal storage should
alwaysbe consideredin conjunctionwith other load shiftingor load reductiontechnologies,such
as daylightingand efficientlighting.

Finally, the strongestincentivefor the adoptionof cool storagetechnologyin ASEAN coun-
tries is to encourage ali utilitiesto considerchangingrate schedules to reflectactualgenerating
costs.
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Figure 11-1. Typical Malaysian Dally Load Curves, 1982 [4]
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Figure 11-2. Seasonal Malaysian Load Curve, 1982 [5]
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Figure 11-3. Typical Indonesian Dally Load Curves, 1982 [4]
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APPENDIX 11-A

THERMAL ENERGY STORAGE IN THE UNITED STATES

INTRODUCTION

Inthe United States,thermalenergystoragehas primarilybeen installedin commercialbuildings.
This appendixpresentssomeexperiencewiththesesystems.

U.S. EXPERIENCE AND MARKET POTENTIAL

lt is estimatedthat coolingof commercial buildings in the U.S. is responsible for about 30%
of the peak electric demand, or about 150GW out of 500 GW [10]. The growth in new commer-
cial building construction is about 5% a year, and so cooling represents an annual increase in
electric demand of about 7 GW.

The best application for thermal energy storage is in new construction, because installation
costs are lower. Sixty-eight percent of present cool storage systems have been installed in new
buildings [2]. Incorporation of cool storage into new construction enables the system and related
components to be properly sized and designed for each particular building; thermal storage in
retrofit construction often contends with an existing chiller that was not designed with storage in
mind. Excessive capacity and/or related costs can be avoided, assuring the best application of
this cooling technology. For example, a compressor runs most efficiently at rated capacity; max-
imum savings in operation will be realized if it is sized for the building load. Fans and ducts can
be sized for storage loads and temperatures. However, reducing cooling costs in old buildings
can still be possible with thermal storage.

A clear leader in the choice of operational mode has not yet appeared in the United States.
The previously quoted survey [2] shows that existing systems are about evenly divided between
partial and full storage operation, but with inexpensive and reliable microprocessor controls, there
has been an increasing trend towards demand-limited operation.

The importance of investment in the development of energy storage is clearer when it is
notedthat electricity currently accounts for 70% of the energy bills of the U.S. commercial sector,
with about 1/3devoted to demand charges. In the U.S., a significant portion of public utilities have
incorporated time-of-use rates (and/or demand rates) into their rate structures. A recent study by
the Electric Power Research Institute (EPRI) estimates that by the end of this century, 25% of new
construction and 15% of cooling system retrofits will have thermal storage [10]. Under these con-
ditions, EPRI predicts that the market for thermal storage to be 25,000 buildings in 1990, increas-
ing to 180,000 buildings by the year 2000 [11]. The savings in peak power would rise to 17 GW in
that year from a savings of 2.5 GW in 1990. Market penetration has already begun.

Between 1982 and 1985, 1.4office buildings with cool storage systems were built in Dallas,
Texas, representing 15 million ft;' and reducing peak growth by about 25 MW. In 1984, the pene-
tration of cool storage in new construction was 38% of large office building in Dallas [12]. Texas,
California, and Illinois have been the states where greatest efforts are being made in introducing
load management technology, especially thermal energy storage, but the market is certainly not
limited to these states. An important market for cool storage also exists in the industrial sector as
process cooling, but because of its diversity, only in some industries (such as food processing)
has this market has been penetrated.

MANUFACTURERS

The major U.S. manufacturers of ice systems are: Calmac, Baltimore Air Coil, Chester-
Jensen, National Integrated Systems, Process Products, and the Turbo division of Aqua-Chem.
SeveraSother smaller companies also have a share of this market. Of ali ice system manufactur-
ers, Baltimore Air Coil has the highest total sales, but each manufacturer seems to have its own
,,,,.,,,,,,,mo"_"_niche. ,_,',rv,,_,,,_mnl_,..._..._...,Calmac has __good ,...n_rcent_ne._oof the.retrofit,market, because its
system is compatible with most existing chillers. Rapid market expansion is taking place; almost
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every month new products are introduced, particularly dynamic ice systems. Competition among
manufacturers is increasing. These manufacturers generally install the systems on a turnkey
basis and maintain the systems themselves. This profession has been gathering momentum,
partly explaining why ice systems are taking over a growing part of the market from chilled water
storage.

As mentioned previously, chilled water tanks are generally not factory-built, so there are few
manufacturers of such equipment. The one major producer of chilled water systems, including
tanks, insulation, instrumentation, and corrosion protection, is CBI Industries in Illinois.

There are several manufacturers of alternative storage media. Thermal Energy Storage,
Inc., a developing company, has released its new product in the thermal storage marketm
clathrates. The most establishedcompany in the U.S. for systems using alternative media, Tran-
sphase, is using plastic containers filled with phase-change salts, which change phase at 8°C.
Only a few percent of commercial buildings now use this technology. A French company, Christo-
pia, produces a type of plastic ball containing eutectic salts with a similar phase-change tempera-
ture. Little experience can be found with this product in the U.S.

PERFORMANCE RESULTS

A recent studyby ArgonneNational Laboratorysystemsexaminedthe performance of 76
installedcoolstoragesystems,butwas inconclusivesincetoofew buildingshadsubmeteredcool-
ingsystems[2]. Withoutthistype of data, it is difficultto evaluatethe performanceof these sys-
tems, but a 1984 ASHRAE survey observed that 95% of thermal storage buildingowners and
managers thought the systems in their buildingswere performing satisfactorilyafter building
operators became experienced with the systems. Very few maintenance problems were
described.

To adequatelyanalyze and evaluate system performance,detailed data for a numberof
thermal storage installationsmustbe obtainedby submetering.Althoughthis level of detail has
not been widelypursued,there havebeen some effortsto compileandanalyzedata that has been
collected. The BuildingsEnergy Data Groupat LawrenceBerketeyLaboratory has extendedits
Buildings Energy-use Compilationand Analysis (BECA) database with a compilationof cool
storagebuildings. The ElectricPower ResearchInstitutein Palo Alto,California,has undertaken
a monitoringprojectfor 1987. Preliminaryresultsfrom these efforts indicatethat thermalstorage
can workwell if 1} the building'soperatingpersonnelhas beenproperlytrainedwiththe system,2)
a "shakedown pedod" of at least two years is permitted, and oi course 3) an equitable rate
schedulethat accuratelyreflectsmarginalcostsof generation. As the experiencewiththese sys-
tems grows, initialproblemsin bothdesignand operationcan be discoveredand correctedto the
benefitof future storagesystemusers.

_r
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APPENDIX 11-B

ECONOMICS OF THERMAL STORAGE IN COMMERCIAL BUILDINGS

INTRODUCTION

This appendixcomparesthe economicsof the three storageoptionsand presentsali relevantcal-
culations. In thethirdsectionof thispaper,we introducedan examplebuildingmodulewhichwas
used to demonstratethecost-effectivenessof coolstoragetechnologies;thesame moduleis used
here to showcalculationsin moredetail. Figuresfor ASEAN countries are determined using simi-
lar methods.

EXAMPLE BUILDING CALCULATIONS

The same buildingmodule characteristics and conditionsfrom the example of the third section are
presented here.

Building Daily Load = 800 ton-hours/day, or 2820 kWh/day
Cooling peak = 92 tons
Conventional chiller capacity = 100 tons, or 350 kW (nearest rating capacity to peak)
Building operating hours- 8 A.M. - 6 P.M. (10 hours)
On-peak hours = 10 A.M. - 6 P.M. (8 hours)
Partial Storage m chiller runs 24 hours/day, 14 hours off-peak;

direct cooling (cools building), 51/2hours (10:30 A.M. - 4 P.M.)
indirect cooling (charges storage), 151/2hours (5:30 P.M.-9 A.M.)
simultaneous cooling (both), 3 hours (9- 10:30 A.M., 4- 5:30 P.M.)

Demand-Limited Storage -- chiller runs 20 hours/day, 14 hours off-peak
indirect cooling, 16 hours (6 P.M. - 10 A.M.)
direct cooling, 0 hours
simultaneous cooling, 4 hours (10 A.M. - 12 P.M., 4 P.M. - 6 P.M.)

Full Storage m chiller runs 16 hours/day, ali of which is off-peak
direct cooling, 0 hours
indirect cooling, 16 hours (6 P.M. - 10 A.M.)
simultaneous cooling, 0 hours

1) First costs:

Calculations for various parameters in each mode are as follows:

Averaged operating hours: T_,(number of cooling hours * chiller efficiency)
Effective chiller efficiency: averaged operating hours / total operating hrs
Chiller capacity [tons]: bldg load [ton-hrs] / averaged operating hours
Chiller capacity reduction [tons]: conventional capacity [tons] - new capacity [tons]
Chiller cost [$]: chiller capacity [tons], price per ton
Chiller cost reduction [$]: conventional chiller cost - new chiller cost

Storage size [ton-hrs]: chiller capacity [tons] * efficiency • storage charging hours, OR
bldg load - (chiller capacity, efficiency * hrs supplying load)

Storage cost [$]: storage size [ton-hrs] • price per ton-hr
Increased capital cost [$]: storage cost - chiller cost reduction

Cooling peak reduction [tons]: conventional peak [tons] - new chiller peak
Incremental capital cost [S/ton]: increased capital cost / cooling peak reduction
Cost per avoided peak kW [S/kW]: (incremental capital cost • COP) / 3.52 kW/ton

Capital costs will be based on the cost of chiller capacity ($400/ton) and on storage capacity
($75/'_on-hour). Results of these calculations based on the assumptions and conditions of the
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examplebuildingare summarizedinthefollowingtabulation:

Conventional Partial Demand-Limited Full
System Storage Storage Storage

Effectivechillerefficiency 1.0 0.81 0.66 0.7
Chillercapacity(tons) 100 41 60 71
Chillercapacityreduction(tons) -- 59 40 29
Chillercost $40,000 $16,400 $24,000 $28,400
Chillercost reduction -- $23,600 $16,000 $11,600

Storagesize (ton-hrs) 0 460 725 800
Storagecost -- $34,500 $54,400 $60,000

Capitalcost increase -- $10,900 $38,400 $48,400

Coolingpeakreduction(tons) -- 51 92 92
Incrementalcapitalcost -- $214/ton $417/ton $526/ton
Costper avoidedpeak kW _ $213/kW $415/kW $523/kW

The actualcalculationsfor eachmodeare as follows:

ConventionalSystem:

Chillersize: 100 tons (givenabove)
Chillercost: 100 • $400/ton = $40.000

PartialStorage:

Effectivechillerefficiency: (51/2hrs, 1.0 + (151/2hrs• 0.7) + (3hrs• 0.7,1/3) + (3hfs, 2/3))/ 24 hrs= 0.79
Chillercapacity: 800 ton-hrs/ (24 • 0.77) = 43 tons
Chillercapacityreduction 100tons- 43 tons= 57 tons
Chillercost: 43, $400/ton= $17,200
Chillercostreduction: $40,000 - $17,200 = $22,800
Storagesize: 43 tons, (151/2+ (3,1/3))hrs, 0.7 = 500 ton-hrs
Storagecost: 500 • $75/ton-hr= $37,500
Capitalcostincrease: $37,500- $22,800 = $14,700
Coolingpeak reduction: 92 tons- 43 tons= 49 tons
Incrementalcapitalcost: $14,700 / 49 tons= $300/ton
Costper avoidedpeakkW: ($300/ton* 3.5 kW out/kW in) / 3.52 kW/ton = $298/kW

Demand-LimitedStorage:

Effectivechillerefficiency: (16 hrs • 0.7 + 4 hrs • 0.7 • 0.7) / 20 hrs = 0.66
Chillerefficiency: 800 ton-hfs/ (20 * 0.66) = 60 tons
Chillercapacityreduction: 100 tons - 60 tons= 40 tons
Chillercost: 60 • $400/ton= $24,000
Chillercostreduction: $40,000 -$24,000 = $16,000
Storage size: 60 tons* (16 + 4*0.3) hrs * 0.7 = 725 ton-hrs
Storagecost: 725 • $75/ton-hr= $54,400
Capitalcostincrease: $54,400 - $16,000 = $38,400
Coolingpeakreduction: 92 tons- 0 tons= 92 tons
Incrementalcapitalcost: $38,400 / 92 tons = $417/ton
Costper avoidedpeakkW: ($417/ton, 3.5) / 3.52 kW/ton= $415/kW

Notethat for four hoursthe chilleroperatesat less than full load,whichis reflectedin the effective
efficiency. Also, this scenario,reflectstime-of-usedemand charges, that is, only the peak that
occursduringthe on-peakrate periodmatters;ifthe dailypeakoccursinthe off-peakperiod,there
is no penalty. The utility is unconcerned if it has plenty of capacity to meet this demand during-
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thattime.

However, someutilitieshavea flatter load curve, with a finite off-peak capacity. In thiscase,
the highest peak during any time of the day is the level determining billing demand. To avoid sim-
ply sh"ing demand to off-peak, this load can be leveled through the day. The resulting storage
size would be slightly smaller than under the case just presented.

.,,.,.... _ ....

Full Storage'

Effective chiller efficiency: (16 hrs, 0.7) / 16 hrs = 0.7
Chiller capacity: 800 ton-hrs / (16,0.7) = 71 tons
Chiller capacity reduction: 100 tons - 71 tons = 29 tons
Chiller cost: 71 • $400/ton = $28,400
Chiller cost reduction: $40,000 - $28,400 = $11,600
Storage size: 71 tons • 16 hrs • 0.7 = 800 ton-hrs
Storage cost: 800 * $75/ton-hr = $60,000
Capital cost increase: $60,000 - $11,600 = $48,400
Cooling peak reduction: 92 tons - 0 tons = 92 tons
Incremental capital cost: $48,400 / 92 tons = $526/ton
Cost per avoided peak kW: ($526/ton • 3.5) / 3.52 kW/ton = $523/kW

This scenario also reflects time-of-use demand rates, but if the level of peak load at any
hour was the basis of the monthly demand charge, the chiller would be smaller than the one cal-
culated above. With greater chiller capacity saved, the incremental incurred cost would also be
smaller and thus offer this storage mode better economic competitiveness.

2) Operating costs:

To illustratethe costs of the coolingsystemoperation,an example set of utilityratescan be used
withthisscenario.

As an example,SDG&E charges a peak-periodrate in the summerbetween11 A.M. and 6
P.M., a partial-peakrate between6 and 11 A.M., andfrom6 to 10 P.M., andan off-peakratefrom
10 P.M. to 6 A.M.. Duringthese periods,the kWh chargesare about 12, 11, and 8 cents, respec-
tively. Additionally,about $8 per monthis billedfor each kW of demand used during on-peak
periods. The intentof thermalenergystorageis to displace kV'h to the off-peakrate andto avoid
theon-peakkW charge. This costcan reach$20 per kW per monthforsomeplaces in the U.S.

Grants and incentivesoffered by utilitiesalso play a role, because these can effectively
reducethefirstcostof a thermalstoragesystem. Some Americanutilitiesarefaced withthe prob-
lemof under-capacity,andconstructionof new power plantsisexpensiveand risky. By offeringa
customer$300 per displacedkW for storageinstallation,utilitiessave a kW they wouldotherwise
haveto produceat a cost greaterthan$1500, at financialandtechnicalrisk.

As electricityconsumptionis transferredfrom on-peak to off-peakperiods,utilitieswill more
efficientlyuse theirexistingpowerplantsby increasingtheirloadfactor. Stronginterestby electric
utilitiesshouldcontinueinthe future.

Althoughmany utilitieshave ratchet clauses and/or declining-blockenergycharges, these
rate structurefeaturesdo not need to be consideredhere to demonstratethe economicsof ther-
mal storage.

Case A: Demandcharge $3.00/kW of billingdemand (on-peak)
Energycharge $0.08/kWh of on-peak energyuse

$O.05/kWhof off-peak energy use

Case B: Demandcharge $7.00/kW of billing demand (on-peak)
Energy charge $O.09/kWhof on-peak energy use

$O.05/kWhof off-peak energy use
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These ratesdetermineoperationalcosts for the four coolingcases in thisexample. Equal
energyuse for boththe conventionalsystemand the storagesystemsis assumed,meaningthat
loweroperatingefficiencieswhich occurwhen chargingstorageare not reflected. These calcula-
tionsalso assume that 260 operatingdays is a full operatingyear. Differencesin annualopera-
tionalsavingsarecalculatedbysimplesubtractionof the utilitycostsfor each storagesystemfrom
thosefor the conventionalsystem. Calculationsfor exampleutilitychargesare summarizedfora
conventional coolingsystemare as follows:
Ratecase A:

Demandcharges: 100 tons, 3.52 kW/ton, $3/kW = $1060/month
On-peakenergy: 2,820 kWh • (8 hrs/10 hrs)• $0.08/kWh = $180/day
Off-peakenergy: 2,820 kWh • (2 hrs/10 hrs)* $0.05/kWh = $28/day
Annual charges: ($1060, 12 mos) + ($180 + $28) • 260 days = $66,800.

Rate case B:

Demand charges: 100 tons * 3.52 kW/ton • $7/kW = $2,460/month
On-peak energy: 2,820 kWh • (8 hrs/10 hrs)* $0.09/kWh = $203/day
Off-peak energy: 2,820 kWh • (2 hrs/10 hrs) * $0.05/kWh = $28/day
Annual charges: ($2,460,12 mos) + ($203 + $28), 260 days = $89,600.

For a partial storage system,these charges can be found in a similar manner:

Rate case A:

Demand charges: 43 tons • 3.52 kW/ton * $3/kW = $454/month
On-peak energy: 2,820 kWh • (81/2hrs/24 hrs) ,, $0.08/kWh = $80/day
Off-peak energy: 2,820 kWh • (151/2hrs/24 hrs). $0.05/kWh = $91/day
Annual charges: ($454 • 12 mos) + ($80 + $91) • 260 days = $49,900.
Operational cost savings: $66,800 -- $49,900 = $16,900

Rate case B:

Demand charges: 43 tons • 3.5_l_W/ton * $7/kW = $1060/month
On-peak energy: 2,820 kWh • (8.5 hrs/24 hrs), $0,09/kWh = $90/day
Off-peak energy: 2,820 kWh • (15.5 hfs/24 hrs)• $0.05/kWh = $91/day
Annual charges: ($1060 • 12 mos) + ($90 + $91) • 260 days = $59,800.
Operationalcost savings: $89,$00 -- $59,800 = $29,800

Charges for a demand-limited system are calculated by:
Rate case A:

Demand charges: 0 tons • 3.52 kW/ton, $3/kW = S0/month
On-peak energy: 2,820 kWh • (4,0.7 hrs)/20 hrs • $0.08/kWh= $32/day
Off-peakenergy: 2,820 kWh • (16 hrs/20 hrs)* $0.05/kWh =$113/day
Annual charges: ($0 * 12 mos) + ($32 + $113) • 260 days =$37,700.
Operationalcost savings: $66,800 -- $37,700 = $29,100

Rate case B:

Demand charges: 0 tons • 3.52 kW/ton • $7/kW = S0/month
On-peak energy: 2,820 kWh • (4,0.7) hrs/20 hrs • $0.09/kWh = $36/day
Off-peak energy: 2,820 kWh • (16 hrs/20 hrs)• $0.05/kWh = $113/day
Annual charges: ($0 • 12 mos) + ($36 + $113) • 260 days = $38,700.
Operational cost savings: $89,600 -- $38,700 = $50,900
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Finally,chargesfor a full storagesystemare as follows:
Rate case A:

Demand charges: 0 tons • 3.52 kW/ton • $3/kW = S0/month
On-peal, energy: 0 kWh • $0.08/kWh = S0/day
Off-peak energy: 2,820 kWh • $0.05/kWh = $141/day
Annual charges: ($0 • 12 mos) + ($0 + $141) • 260 days = $36,700.
Operational cost savings: $66,800 -- $36,700 = $30,100

Rate case B:

Demand charges: 0 tons * 3.52 kW/ton * $7/kW = S0/month
On-peak energy: 0 kWh, $0.09/kWh = S0/day
Off-peak energy: 2,820 kWh, $0.05/KWh= $141/day
Annual charges: ($0 • 12 mos) + ($0 + $141), 260 days = $36,700.
Operational cost savings: $89,600 -- $36,700 = $52,900

3) Simple Payback:

The payback time can be calculatedby dividingthe capitalcost increaseby operationalcostsav-
ings.

Partialstorage(rateA):
$14,700 / $16,900 = 0.87 years

Partial storage (rate B):
$14,700 / $29,800 = 0.49 years

Demand-limited storage (rate A):
$38,400 / $29,100 = 1.3 years

Demand-limited storage (rate B):
$38,400 / $50,900 = 0.75 years

Full storage (rate A):
$48,400 / $30,100 = 1.6 years

Full storage (rate B):
$48,400 / $52,900 = 0.92 years

This example shows the general trend that partial storage tends to have a faster payback
time than full storage, especially with higher demand charges and/or on-peak energy costs (rate
B). Of course, the length of this payback period will vary depending on the costs of both refrigera-
tion and storage. Typically, payback times are longer than those calculated due to unforeseen
capital costs and different rate structures. If this is indeed the case, utility rebates, as discussed
previously, can make an important economic contribution.

4) Operational Economics:

General costs of operationcan be developed,and utilitychargesdetermined,that woulddemon-
stratecost-effectivenessin cases that are not economical.Althoughthiscase does not fall into
that category, the example will still be made. In the followingequations,"d" representsthe

' demand charge (per peak kW), and "Ae" represents the difference between on-peak energy
charges("e1") andoff-peakenergycharges("e2")

Conventionalsystem.
Demand charges: 100 tons• 3.52 kW/ton * 12mos • $d = $4,220d

On-peak energy' 2,820 kWh, 260 days • (8 hrs/10 hrs) * $e1 = $587,000e.1
Off-peak energy: 2,820 kWh, 260 days • (2 hrs/10 hrs) • $e2 $147,000e,_
Tota! utility costs: $4,220d + $5,97,000Ae+ $733,000e2

K_
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Partialstoragesystem:
Demandcharges: 43 tons, 3.52 kW/ton, 12mos, Sd = $1,820(:1
On-peakenergy: 2,820 kWh • 260 clays• (8.5 hrs/24 hrs)* $e1 = $260,000e1
Off-peakenergy: 2,820 kWh • 260 days, (15.5 hrs/24hrs), $e2 = $474'000e2
Totalutilitycosts: $1,820d + $260,000Ae + $733,000e2
Operationalcostsavings: $2,400d + $327,000_e

Demand-limitedstoragesystem:
Demand charges: 0 tons * 3.52 kW/ton* 12 mos * $d = $0d
On-peak energy: 2,820 kWh • 260 days • (4,0.7) hrs/20 hrs * $e1 = $103,000e1
Off-peak energy: 2,820 kWh • 260 days. (16 hrs/20 hrs) * $e2 =-$587,000e2 -
Total utility costs" $103,000Ae + $689,000e2
Operational cost savings: $4,220d + $484,000t_e+ $44,000e2

Full storage system:
Demand charges: 0 tons, 3.52 kW/ton, 12 mos • $d = SOd
On-peak energy: 0 kWh • 260days * $e1 = $0e1
Off-peak energy: 2,820 kWh • 260days * $e2 = $733,000e2
Total utility costs: $733,000e,,
Operational cost savings" $4,220d + ($587,000z_e

5) Break-even rates:

These mathematicalexpressionscan be used to find the demand charge or energy price differen-
tial for a payback time of three years, Each of these hypotheticalcharges assume the other
charge is zero.

Partialstorage:

Demandcharge: $14,700 / $2,400d = 3; d = $2.04

Energy charge differential: $14,700 / $327,000z_e= 3; z&e= $0.045

Demand-limited storage:

Demand charge: $38,400 / $4,220d = 3; d = $3.03

Energy charge differential: There are multiple solutions to
this equation of two unknowns.

Full storage:

Demand charge: $48,400 / $4,220d = 3; d = $3.82

Energy charge differential: $48,400 / $587,000Ae = 3; Ae = $0.027
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CHAPTER 12: IMPLICATIONS OF DEMAND-SIDE MANAGEMENT

TECHNOLOGY ON AN ELECTRIC UTILITY IN MALAYSIA

S. SairanandA.H.Azit
Lembaga LetrikNegara
KualaLumpur,Malaysia

ABSTRACT

This reportdescribes a researchstudyon the implicationsof demand-sideenergymanage-
ment and efficiencyon the Lembaga LetrikNegaraelectricutility.Demand-sideenergymanage-
ment generally implies more efficient utilizationof energy througheither new technology or
improvedoperationof current technology.Consumersshouldreceive immediatecost savings,
whilethe utility shouldachievemoreefficientdispatchingof powerplants.

Demand-sideenergymanagementcouldpotentiallyreducepeakloadsand improvesystem
loadfactors. These improvementswouldinvariablylead to lowerproductioncosts and improved
reserve margins. In the long term, demand managementcould influencegenerationexpansion
plans by allowingfor reduced capacity or defermentof installedgeneratingunits.Demand-side
management,therefore,couldbenefitbothconsumersandthe utility.

This study investigatesthe effectsof introducingthe new demand-sidemanagementtech-
nology:thermalenergystorage. Thermalenergystoragepermitsshiftingthe air-conditioningload
from peak to off-peakhours. Hence, thermalenergystoragebothreducesthe system peak and
offerscustomersthe savingsof off-peaktariffrates.Wide applicationof thermalenergy storage
would certainlyhave an impact on the electricitydemand profile,thus affectingthe production
costsof electricity.

The firstpart of this studyattemptedto quantifythermal energystorage'spotentialimpacts
onthe electricitydemand profileintermsof bothsupplyand demand. An economic evaluationof
total impact was also conducted. The secondpartof the study investigatedthe impactsthat dif-
ferent levelsof energyefficiencyinthe commercialsectorwouldhaveon the utility.The four lev-
elsof energyefficiencyexaminedare as closeas possibleto thosestipulatedinthe Guidelines for
Energy Efficiency in Buildings publishedbythe Ministryof Energy,Telecommunicationand Post.

One importantaspect of the studywasthecompilationof a dailyloadprofileforthe commer-
cial sector.Consumerclass hourlydemands,gatheredfrom remotefeeder readingfacilities,were
analyzed. The load research concludedthat the buildingsectors contributesignificantlyto the
peak demand. Energyaudit reportsindicatethat air-conditioningformsthe majorload. Thermal
energystoragethereforeappearsa viabledemand-sidemanagementtechnology.

The studyestablishedseveral scenarios,assumingpenetrationratesof up to 50% thermal
energy storage applicationby the year 2000. The projectedbuildingload after the transferof
electricalenergyfrompeak to the off-peakhourswas estimated.

The studyexaminedhow changesinthe demandsidewouldaffectthe supplyside. Accord-
ingly,changesinthe demand profileresultingfrom thermalenergystorageapplicationwere corre-
latedtothe overallsystemload profile. A typicalweeklyprofilefor eachmonthwas developed,as
was another weekly profile representingthe changes incurredclue to thermal energy storage
application.

A productioncost model was used to determineand quantify the magnitude of thermal
energystorage's impact on the supplyside. The model, called UPLAN, was designedto study
energy management in utilities.The system parameters investigatedincludedpeak reduction,
loadfactor,reservemargin,and productioncost.

Base-case demand and supplydata were obtainedfor each year from 1990 to 2000. For
each thermal energy storage penetrationrate scenario, several simulationswere made. This
paperanalyzedthe simulationresults.
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The study also analyzed the financial effect that thermal energy storage implementation
wouldhave on the utilityandthe consumers.This was done bydeterminingths benefit-costratio
of the demand-sideenergymanagementprogramfrom the perspectivesof bothLembaga Letrik
Negaraand consumers.The analysisshowedthat both the utilityanditsconsumerswouldbenefit
from the demand-sideenergymanagementprogram.A sensitivitystudythenanalyzed a possible
demand-side energy-managementmarketingstrategy whereby Lembaga Letrik Negara would
subsidize--through incentives--the capital cost to consumers of installinga thermal energy
storagesystem.

The studyconcludedthat demand-sidemanagementtechnologywouldbenefitboth the util-
ity and its customers. The success of such a program,however,woulddependon bothparties'
commitmentto achievingmutualbenefits.

INTRODUCTION

Lembaga Letrik Negara

Lembaga Letrik Negara (LLN), along with the Sarawak Electric Supply Corporation
(SESCO) and the Sabah ElectricBoard (SEB), are Malaysia's electricpowerutilities. LLN ser-
vicesthe whole of PeninsularMalaysia,whileSESCO and SEB servicethe statesof Sarawakand
Sabah, respectively. Figure 12-1 shows a map of Malaysia which indicatesthe service territories
of the three utilities. The Ministry of Energy, Telecommunication and Posts coordinates the activi-
ties of the three utilities at the national level.

Broadly speaking, LLN has a statutory duty to generate, transmit, and distribute electricity
for national development in Peninsular Malaysia. The utility must also supply electricity at the
lowest possible cost and advise the Minister charged with the responsibility for electricity on ali
matters relating to electric power generation and use. LLN is required to manage and operate
electrical installations acquired by, transferred to, or establishedby it. To enable LLN to carry out
its duties, the utility is invested with wide powers to constructand operate supply lines and sta-
tions, to generateand sell electricity,to acquireelectrical plantsand propertyfor suchpurposes,
and, to a limitedextent,to assembleand manufactureelectricalplantsand fittings.

LLN hasthe largestenergydemand of the three utilities.Table 12-1 shows the utilities'total
energyand peak demandsfor the year 1985. LLN'stotalsalesin 1987 were 12,300 GWh, and its
peak demand reached 2441 MW. Growthfiguresfor the LLN integratedsystem were 10.4% for
energysent out, 9.97% for energygenerated,and 7.62% forpeak demand.The loadfactor based
on energygeneratedwas68% [1].

LLN categorizesits customersintothe followingsectors:industrial,commercial,residential,
mining,and publiclighting.The first three sectorsare consideredto be the major sectors,based
on theirhightotal energydemand.In 1987, the industrialsector'stotaldemandwas about42% of
the system'stotal generation. Commercial,residential,mining,and publiclightingsector energy
demandswere about32%, 20%, 5%, and 1% of the systemtotalrespectively[2].

In 1986 LLN estimatedthat total installedcapacity in 1990 wouldbe on the order of 4900
MW, 26% coming from hydroand 74% from thermal [3]. In the longterm, the future generation
plan takes into considerationali possiblefuture technologies(hydro plants,gas, and coal fired
plants)in linewiththe nationalfuelstrategy.

The above program has giventhe supplyside sufficient"base" and 'intermediate"plantsfor
the immediatefuture. LLN has made effortsto reduceelectricityproductioncostsby improving
efficiencyand availabilityof power plants.Onthe demandside,however,manyopportunitiesexist
for implementingdemand-sideenergy management (DSEM) to ft..ther reduce operatingcosts.
Policyguidelineson DSEM are still lacking,especiallysincelittle effort is beingmade to study its
possible implications.

In 1985 LLN introduced a tariff structure with different rates for peak and off-peak energy [4].
This new tariff structure should encourage consumers to review and change their consumption
patterns in order to achieve the savings now possibGe.Also, this tariff structure could act as a
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pivotalpointaroundwhich LLN and its consumerswouldexplorethe advantagesof DSEM.

The Potential Benefits of DSEM

DSEM concernsitself with ali activitiesaffectingpatternsof energyconsumption.Alterna-
tively,the strategycouldbe definedas thoseutilityactivitiesdesignedto influencecustomeruse
of electricityin ways that will produce desired changesin the utility';3load shape [5]. Treating
loads as a partiallycontrollablevariable in the planningprocess rather than as a fundamental
inputto which one mustreacthas alreadylent a new flexibilityto managementand could leadto
significantbenefits,notonlyforthe utility,butalso for itscustomers[6].

A dramaticincrease inthe uncertaintyof keyvariablesinthe planningprocesshas led LLN
to DSEM. Unstable fuel costs, increasing competition between energy alternatives, and
significantincreasesin constructioncosts for new power plantsali challengethe planners. While
DSEM is not a cure-all, it could provideutility managementwith alternativesto a hostof utility
activities.

Basically,DSEM introducesa new element intothe planningframeworkby allowingthe util-
ity to deliberatelychangethe load shape in order to pursuestrategicobjectives.DSEM activities
are designedto help betterutilizeexistingfacilities,to reducegenerationcosts,andto helpcentrol
rising energy prices. Combining DSEM with traditionalsupply-sidealternativesin a resource-
planningportfoliocan greatly increase the flexibilityand manageabilityof an electricpowersys-
tem.

What the traditionalutilityplanningprocess producedas a least-costplan is muchmore
expensivethan the plan that couldbe created if DSEM were incorporatedintothe planningpro-
cess. DSEM wouldcut costs missed by traditionalstrategies. Most importantly,DSEM could
reduceboththe need for new generatingfacilitiesandthe consumptionof criticalfuels, and could
alsoallow better use of existingand plannedfacilities[7]. These savingswouldbe achievedby
significantlyreducingenergy and peak consumption,by implementingdeliberateload growthpro-
grams,and by shiftingloadsto make greateruse of moreefficientgeneratingunits.

Advantagea of DSEM

Most utilitiesin highlydeveloped countrieshave increasinglyturnedto conservationand
DSEM as alternativesto the constructionof ever more costlyelectricgenerating facilities[6].
DSEM's chiefappeal is thatit has provenbeneficialnot onlyto the utility,but alsoto itscustomers.
For the utility, DSEM can reduce operatingcosts, reduceor defer purchaseof new generation
sources,improveutilityload characteristics,and optimizethe reservemargin. Besidethese obvi-
ousadvan,*ages,changingthe system'sload shapecan permitadjustmentsin plant loading.This
increasesthe load put on the more efficientplants and permits the use of less expensiveand
moredomesticallyabundant,energysources.

Perhaps DSEM's greatestattractionis the increasedflexibilityit can bringto the planning
process,especiallyin regardsto load forecastrevisions.In fact, some DSEM activities,likedirect
load controls,,are specificallydesignedto match demand to availablegeneration,transmission,
and distributionresources nearly instantaneously.For consumers,DSEM can reduce electricity
bills and provide the means to control future expenditures of electricity.

Making DSEM yet more attractive, past and future projection data show that the effective
lifetime of underground energy resources is short. The projections show that oil will be exhausted
in 35 years, natural gas in 56 years, high quality coal in 196 years, and uranium in 61 years [9].
Therefore, DSEM and conservation technology could help to improve energy efficiency and so
prolong the remaining life of these natural resources.

Economic growth and development in newly develuped countries like Malaysiaand Singa-
pore has brought parallel growth in energy use and electrification. As a result, these :ountries will
face a shortage of electricity generating capacity until new plants can be constructed. The situa-
tion will force them to engage in ambitious and expensive construction programs to meet the high
demand. As experience in developed countries shows, such problem_= could be solved by

12-3



__ +/__+ _ lssoc+ati+_o for Information and Image Management _ ++ _

+ +

+ Centimeter
1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 mm

LI)li''°"+Inches 0 _.• 50

' _ ,.,.imI_llIII_,,+Itlti+

Illllg

IUIINIIlll_l',lll'_





considering DSEM as another alternative in the utility planning process [10]. Through DSEM, utili-
ties could possibly defer the need for new supplies of electricity, thus providing more lead time to
construct new generation plants.

The latest LLN generating expansion program shows that the construction program planned
for the period until 1992 involves the installation of 2 x 300 MW coal units (in 1988 and 1989) and
a 60 MW hydro unit (in 1992) [3]. From 1992 onward LLN plans to install many 300 MW combined
cycle units which use gas as fuel. LLN has also focused on efficiency improvements in system
operations, including plant rehabilitation, conversion from oil to gas/oil-firing, upgrading of the
national load dispatch centre, establishment of regional control centres, and the introduction of
computerized plant maintenance management systems.

Could DSEM improve the program mentioned above? Would DSEM help to improve operat-
ing efficiency? To answer these and other utility-related questions, this study investigated the
impact of DSEM on LLN. This study is among the few preliminary attempts to investigate DSEM's
impact. Though the study includes several uncertainties and assumptions, it still provides first-
hand knowledge on DSEM's impact on the LLN system.

Thermal Energy Storage

One promising technology, thermal energy storage (TES), has potential for improving
energy load management. TES is generally used to reduce on-peak electric demand (kW) by
shifting operation of the air conditioner's compressor to off-peak hours when energy costs and
demand charges are lower [11]. In TES, the compressor chills or freezes water during the night,
and this cooling energy is then stored in a tank and used the next day during occupied peak
hours. This strategy benefits building owners and managers, who wish to lower their electricity
costs, and electric utilities, which generally want to increase load factors and delay the need for
new peak generating capacity.

TES systems use mostly standard building cooling equipment, like chillers, which combine a
compressor, condenser, and evaporator. Figure 12-2 is a schematic of an ice storage system, a
basic example of a TES system. Fundamentally, designing TES systems involves choosing the
storage media, the operational strategy, and the equipment size.

The most common storage media used in TES systems are water and ice [12], though the
use of phase change materials is growing.

Basically, there are three different ways to control a TES system: "full storage," "partial
storage," and "demand limited" systems. In a full storage system, the cooling requirements during
peak period are met by the storage; the chiller is only used to charge the storage during off-peak
hours. In the partial storage system, the cooling requirements during peak period cooling require-
ments are met by both the chiller and the storage. During off-peak hours the chiller will be used to
charge the storage. Demand limited systems are operated somewhat in between the first two
systems, the cooling requirements during peak period being met by the storage unless the non-
cooling electric load is below some determined maximum demand, in which case the chiller is
used. During the off-peak period the chiller is used to charge the storage. Figure 12-3 shows the
three operational modes of TES in diagram form.

Equipment sizing for TES systems must be based on the building's maximum cooling
demand. Depending on the control strategy employed, the chiller and storage are sized to meet
different portions of the load. For ali strategies, however, the combined cooling capacity must
meet the maximum cooling load. The various advantages and disadvantages to each of the three
operational modes depends on various aspects such as site specifications. This study investi-
gated the full-storage system and its implications.

A Review of the Report

The next sectionof this report describesthe researchwork performed on the demandside
with respect to consumer consumption patterns and load management potential. The methodol-
ogy used to perform the demand- and supp=y-sideenergy management study, along with the
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results of the simulation runs, follow. The economic and financial analyses are subsequently illus-
trated, and then the implications to supply and demand sides are discussed in detail. Finally, the
conclusions of the research study are presented.

DEMAND-SIDE ANALYSIS OF DSEM

StudyingDSEM's impact on utilityplanningand operationrequiresa comprehensiveanalysisof
the utilityand its load patterns.This sectionpresentsthe three most importantareas for demand
side: sectoral load shape analysis;impact of DSEM on end-use load shapes; and the overall
impactof DSEM on utilityload shapes.

Sectoralload shapeanalysisdeterminedthe mostsuitableload-shapechangesto be made
forthe DSEM program.Oncethese changesand theend-usesandassociatedDSEM technology
had been identified,the technology'simpacton end-useload shapes was analyzed.Lastly, the
impactsfrom wide-scaleuse of thetechnologywereestimated.

Load Shape Analysis

The traditionalplanningprocesspracticedby LLN normallyrequiresan overallsystem load
shape represented by the load duration curve. DSEM, however, requires detailed knowledge of
consumers' load shapes. Information needed is commonly acquired by performing a load
research survey. Such a survey is a big task and can take two to three years to obtain, ;;iable
results. This study developed an alternative approach to process the hourly load data taken from
feeder readings.

From the point of view of our DSEM study, the accuracy of results obtained from this pro-
cedure was adequate. One obvious limitation to this procedureis that it cannotcapture detailed
end-use patterns,but these can be estimatedfrom consumersurveydata andenergyaudits [13].
Severalenergyauditreportsforthe commercialsectorare alreadyavailable.

Load Research by Feeder Readings:

Usingfacilitiesat the RegionalControlCentre (BRCC), 76 feederswere selectedandmoni-
tored for three consecutivemonths(February,March, and April 1988). Of these 76 feeders, 16
were usedto monitorshop lots,6 for hotels,21 for offices,14 for shoppingcomplexes,3 for hospi-
tals,7 for banks,7 forindustries,and 2 for residentialbuildings.

The hourly load readings for each feeder were collected,compiled usinga micro-computer,
and then screenedand analyzed. Distortedhourlyload readings,probablycaused bydistribution
faultsor malfunctioningof the recordinginstruments,were rejected. Non-distortedreadingswere
used to generate typical weekly load shapes (Monday to Sunday) for each selectedconsumer
type [14].

LLN Consumers' Typical Load Shapes:

In the load researchsurvey, only inoustrial,residential,hotel,shoppingcomplexes,office,
and shop lotsconsumerswere monitored.

Industrialconsumersin Malaysiacan be roughlygroupedinto three types, dependingon
how they scheduletheir factory operations. Some industrialconsumersdemand electricitycon-
tinuouslyfor three-shiftoperation.The secondtype practicesa two-shiftwork schedule,running
the factory for about two-thirdsof the day (7 A.M. to 10 P.M.). The thirdgrouppracticea single
shiftwork schedule(7 A.M. to 2 P.M.).

This studygroupedtogetherali three typesof industrialconsumerbecausethe feeders used
to recordthe hourlyloads actuallysupplyto ali three types (whichali have similarenergy con-
sumptionlevels).Therefore,the recordedhourlyloadsactuallyreflect the overallindustrialsector
loadshapes.

Residentialconsumerssubdivideinto urbanand rural consumers. SinceBRCC controlsa
wholly urbanarea, its recorded hourlyresidentialloads reflect the load shapes for those consu-
mers only. No informationexists on the load shapes for rural residentialload shape, but since
theirconsumptionis small, thisstudyused the load shape of the urbanresidentialconsumersto
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represent the total residential load shape.

Figures 12-4 and 12-5 show the typical peak day load shapes for the industrial and residen-
tial sectors.* These load shapes were obtained from the load research survey and the analysis
subsequently conducted.

Our project studied the load profiles for the various types of commercial consumers in more
detail. Hotels, shopping complexes, offices, and shop lots are the four major types of commercial
consumers. Other types of commercial consumers are grouped together as "others."

This study monitored only the four major types of commercial consumers. Their load
shapes were combined to form the overall commercial sector load shape shown in Figure 12-6.

The industrial sector load shape in Figure 12-4 showed an almost evenly distributed load
throughout the day, with the exception of a valley occurring at 7:00 P.M. The load factor w_ls
about 0.82, which implies an average load of about 82% of the peak load.

The residential sector (see Figure 12-5) showed a dominant peak at about 10:00 P.M. The
load, rising to small peaks at about 7:00 A.M. and 11:00 A.M., was low at the beginning of the day
and almost constant until 5:00 P.M. At about 6:00 P.M. the load started to rise steeply, reaching
its peak at about 10:00 P.M. lt stayed at the peak for a short period of time before starting to
decrease steeply. The low load factor was about 0.36.

The commercial sector load shown in Figure 12-6 had a plateau-like shape for the period
11:00 A.M. and 4:00 P.M., which falls well within the peak period. The load was low at the begin-
ning of the day and remained almost constant until about 7:00 A.M., after which it started to rise
steeply, lt reached its peak at about 11:00 A.M. and stayed almost constant until 4:00 P.M., when
it started to gradually decrease, lt had a load factor of 0.59.

System Typical Load Shapes:

Analysis of overall system-demand behavior was an important step in the demand-side
analysis. To accomplish this, one year of hourly system demand data was taken from the LLN
National Load Dispatch Centre system log book. To stay consistent with the LLN financial plan-
ning year, data were taken for the period of September 1986 to August 1987. The hourly demand
figures consisted of the MWs monitored from each generation unit, which include the system
losses (transmission and distribution losses) and the energy used by the generating stations.

To input data for the simulation exercise, the hourly system demands were converted into
typical weeks of hourly demands; twelve of these weeks represented a year of chronological loads
(one for each month). In theory, there are many different ways to formulate typical weeks from the
actual load profiles. Deciding on the best method required investigating the various system daily-
load shapes in order to ensure that the typical shapes represented as closely as possible the
actual load shapes (particularly the peak demands and the load factors).

The daily load shapes for various types of days, such as weekdays, peak days, weekends,
half-working days, public holidays, and the day after public holidays, were determined. The term
"weekend" stands for Sunday, while "half-working day" signifies Saturday. A public holiday is any
weekday or Saturday declared a holiday.

In the load shape investigation process, a few factors, including peak demand, the time at
which the peak occurred, the load factor, and the base-to-peak ratio were used as indicators. Ali
these factors were calculated and compared (see Tables 12-2a to 12-2d). A number of important
observations were made from these tables:

• The peaks for Sundays and public holidays always occurred between 10:00 P.M. and 11:00
P.M.

• The highest peaks for weekdays occurred either between 11:00 A.M. and 12:00 P.M. or
between ,3:00P.M. and 4:00 P.M.

* The term "peak day' signifiesthe day whenthe highestload ofthe montho('_curs,
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• The peaks for Saturdays occurred between 11:00 A.M. and 12:00 P.M.

• Public holiday load shapes did not behave like Sunday load shapes.

• No significant difference was observed among the weekday load patterns.

• No significant difference was observed between the load patterns for the normal weekdays
and the peak day (Wednesday of the third week).

• Saturday had its own unique load shape.

• Sunday had its own unique load shape.

As an example, Figures 12-7a to 12-7g show the load shapes for ali the days in September
1986. Similar analysis was done for ali other months, but the results differed little from the findings
for September. Significantly, monthly peaks occurred either between 11:00 A.M. and 12:00 P.M.
or between 3:00 P.M. and 4:00 P.M. (see Table 12-3). Figure 12-8 shows the system typical
week for September.

Determination DSEM Program - Load Shape Changes

The first part of the DSEM study determined the sectoral load shape changes most suitable
for achieving the primary objective, system peak reduction. Each sector's load shape was com-
pared to the overall system load shape. In this analysis, each sector's peak contribution factor
(PCF) was determined. Each sector's load factor was also determined.

The sectors' typical load shapes were plotted on the same scale as the overall system load
shapes, a task accomplished by fitting each sector's average daily energy consumption into its
typical load shapes. The following equations describe the process.

Let the normalized sector's typical load shape be represented by N_,where the subscript i
denotes the hour (i.e., i = 1, 2, 3...... 24), and N denotes the normalized hourly demand (i.e.,
1 < N _ O). The sector's average daily energy consumption, represented by E, was calculated as
follows.

E - Sector'sannualenergyconsumption
365 (1)

The next step wasto calculatethe totalnormalizedenergyconsumptionof the sector'stypi-
cal load shape. This was done by summingthe normalizedhourlydemands of the typical load
shape:

24

A1 - _(N'a (2)
i-1

where A1 is the total normalized daily energy of the sector.

Next, the actual hourly demand was calculated:
E

Hi- _ x Ni (3)

where H, isthe sectorhourlydemand (inMW).

Figure 12-9 showsthe plotof the overallsystemload profileand the sectors'peak-dayload
shapes. Note the curve called OTHERS in Figure 12-9 whichconstitutesthe publiclightingsector,
miningsectors,and systemlosses. The peak contributionand loadfactorstabulatedin Table 12-
4 were determinedfromthese loadshapes.

Figure 12-9 showsthe mostsuitableplace to implementa load shiftwouldbe the commer-
cial sector, since most of its energy consumption(more than 70%) is in the peak period.The
industrialsectorcouldalso shift loads, but not on a wide scale if done in additionto commercial
sector load shifting,since too much load wouldbe shiftedto the former off-peakperiod,thereby
leaving the system load factor unchanged. This possible adverse effect of DSEM must be
avoided.
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The above informationdemonstratesthat load shifting, especially in the commercialsector,
would be a suitable load-management approach for LLN. The commercial sector in LLN's territory
consists of many types of consumers with different energy consumption patterns. Therefore, a
more detailed analysis of the commercial sector needs to be done.

Selection of End-Uses

The various classes of commercial-sector consumers (hotels,offices, shopping complexes,
restaurants, etc.) each have their own consumption patterns. Thus it is necessary to identify each
class's load-consumption pattern in order to target the class most appropriate for the load shift
program. Since there are many classes of commercial consumers, only a selected few of them
were analyzed.

Selecting Commercial Consumers:

Since TES applies to air-conditioning systems, only consumer classes with high electric con-
sumption for air-conditioning were selected and analyzed. Based on this criterion, hotels, large
offices, and shopping complexes were selected for further analysis. These consumers in general
allocated more than 40% of their total energy consumption for air-conditioning. Furthermore, the
total monthly energy consumption for these three classes was more than 50% of the total com-
mercial sector's energy demand (see Table 12-5). This information was gathered from records on
commercial consumers' energy consumption which are compiled monthly by the LLN commercial
department. The records contain monthly information on large power commercial consumers
sales, energy consumption, tariff group, maximum demand, load factor, and other related statisti-
cal information [15]. The records also show that each of the three classes included a small
number of consumers who had very high energy consumption. This is an important factor to con-
sider in a load management program. The overall findings from the analysis are summarized and
tabulated in Tables 12-5, 12-6, and 12-7.

Note that the "other" category in these tables has a very large number of consumers (about
55% of ali large power commercial consumers), as well as high monthly energy consumption
(about 48% of the total large power commercial consumers energy consumption) compared to
that of the other three classes. This distributionoccurredbecausethe "other" class is composed
of many differenttypes of commercialconsumerssuch as restaurants,cinemas,entertainment
centres,andeducationalcentres.

Proceeding with the load-shape analysis for the three selected commercial consumer
classes,their typical load shapeswere determinedfrom the load researchsurveydiscussedear-
lier.Figures 12-10, 12-11, and 12-12 show thetypical loadshapesforthe three types of commer-
cialconsumers.The peak-day load shapeswere superimposedon the overallcommercial-sector
load shape identifiedin the earlier section(see Figure 12-13). Importantfactorssuchas the peak
coincidencefactor and load factor were determinedfrom the load shapes. Table 12-8 summar-
izesthe findings.

Accordingto the findingsof the analysis,officeconsumersare the mostsuitableconsumers
forthe DSEM program.The fact that officeconsumershada lowload factor (0.458), highenergy
consumptionper consumer(especiallyfor tariff classes C1 and C2, see Table 12-5), and high
consumptionof electricityfor air-conditioning(i.e., about 55% to 65% of total buildingloads) ali
justifythis conclusion.In addition,a largepercentage of dailyenergy(more than 85%) was used
well withinthe LLN peak period(8 A.M. to 10 P.M.). Furthermore,officesas a groupcontributed
more than 26% to the systempeaks at 11:00 A.M. and 4:00 P.M., a higherpeak-contributionfac-
tor than came from eitherhotels or shoppingcomplexes.The officeclasspossessedmore large
power consumersthan did any othergroupin tariffclassesC1 and C2 (i.e., more than 2% of the
totalnumberof largepowercommercialconsumers).

Impact of TES on Large Office Building Load Shapes

Software was developed speciallyto analyze TES's impact on consumerload shapes.TES
simulationsassumedan air-conditioningload of 40% of the totalbuildingload.Fortypercentwas
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chosen since 15% of the total air-conditioningload (amounting to 55% of total electricaldemand)
was used for the air-handling units which must operate during peak hours in any case. Figure 12-
14 shows the results of the simulations that were performed to find TES's impact on a typical large
office building load shape.

Correlating Load Shape Changes Due to System Load Shape

The resultingimpact of TES ontypical large office buildingload shapes was thenprojected
so as to simulatelarge-scaleadoptionof TES. The totalimpactwas thencorrelatedto the overall
systemloadshape.

To projectTES adoptionin largeofficebuildings,four scenarioswere used. Each hada dif-
ferentset of TES penetrationrates(Scenario1 assuredthe highestpenetrationrate and Scenario
4, the lowest). TES penetrationrate is simplythe percentageof large officebuildingsthat adopt
TES. The penetrationrates usedstarted at 0% in 1990 and assumedthe followingrates bythe
year2000:

• 50.0% penetration(Scenario1)

• 37.5% penetration(Scenario2)

• 25.0% penetrationof TES (Scenario3)

• 12.5% penetration(Scenario4)

For each scenarioin eachyear, a normalizedformof the typical load shapeswastranslated
intothe actual loadshape.This was doneby apportioningthe actualenergyconsumptionontothe
normalizedtypical load shapes.The typical ioad shapeswere then correlatedto the overall sys-
tem load shape. This was a simpleprocess,but requiredmanipulatinga large amountof data. A
computerprogramcalled Load Shape Correlation(LSC)was developedto assist inthe process.
Figure12-15 showsa flow chart of LSC.

One inputimportantfor LSC wasthe officesectorenergy,Unfortunately,thisdata not avail-
able to LLN, since relevantforecastingwas only performedfor the total systemdemand.A fore-
castof the sectoralenergywas developed.Table 12-9 showsthe resultof this forecast.

SUPPLY-SIDE ANALYSIS OF DSEM

DSEM has directimplicationsfor the utilitydemandprofile,particularlyfor the peakdemandand
systemlead factors. In the short term, suchchanges couldhave immediateeffectson unit com-
mitmentsand cost of production.In the longerterm, DSEM couldaffect the capacityexpansion
program,possiblyresultinginreducedsize for new plantsorthedefermentof plants.

Setting Up the Base Case Scenario

The base case scenarioused in this analysiswas the existingexpansionprogram.The LLN
GenerationPlanningUnit used the Wien AutomaticSystem Planning(WASP) programto deter-
mine the future LLN generation mix. WASP, an optimizationgeneration planning program
developedinVienna, Austria,is usedby manyutilitiesindevelopingcountries.

The studyused UPLAN,a production-costmodelcapableof analyzingthe demandandsup-
ply side in a single environment.Before the model could be used to analyze the different
scenarios,it had to be calibratedto SYSGEN, LLN'sproduction-costmodel.
The Base Case Scenario Ca/ibration Process:

In the calibrationprocess,UPLAN'sbase-caseyearlyproduction(GWh) outputsby fuel type
were comparedto SYSGEN's. This studyperformedthe calibrationprocessfor each year from
1990 to 2000. UPLAN used the same supply-sideinputdata as SYSGEN, and the demand-side
inputsin UPLAN were takenfrom the same source as SYSGEN, but modeleddifferently.UPLAN
modeled the demand-side input in the form of typical weeks, whereas SYSGEN used monthly
loaddurationcurvesestimatedwitha fifth-orderpolynomial.
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In order do the calibrations, a few adjustments were made to the supply-side data. These
adjustments were necessary because UPLAN and SYSGEN used different approaches and tech-
niques to modeling some of the system operational requirements (such as the approach UPLAN
uses to determine the units to supply the reserve requirement). Some of the unit monthly capacity
factors were also adjusted, as were other factors such as "block loading information" (where each
unit can be forced into the required dispatch order) and "unit commitment level." The major
parameters such as unit forced outage rate, maintenance schedules, operation and maintenance
costs, and unit heat rates were not adjusted since these parameters are the same for both UPLAN
and SYSGEN.

Setting Up Case Study Scenarios

The TES penetration ratesused inthe four scenarioswere estimatedby arbitrarilysettinga
maximum and minimum boundaryfor each each year and then assumingthat this percentage
would increaselinearlythroughoutthe planningperiod. The assumptionshad to be made since
no reliableinformationexistedon consumeracceptanceof TES inMalaysia.

The officesector'stotal energydemand for each year was estimatedin orderto determine
the amount of officeenergy that would be shifted in each scenario. For each scenarioin each
year, the DSEM program'simpacton the overallsystem load shapewas determined.Tables 12-
1Oaand 12-10bshowthe peakdemandand loadfactorsfor the loadshapes.

Results of the Case Study Scenarios Simulations

A summary of the simulationresultsis shown in Tables 12-11a to 12-11d and Tables 12-12a
to 12-12g. Each table summarizes of the results for ali the scenarios.

DSEM with TES would shift the peak-period load and reduce the system peak, as shown in
Table 12-1la where peak reduction was achieved for every scenario. The degree of reduction
merely depended on each scenario's penetration rate. Table 12-12b shows that DSEM
decreased the total production costs for ali years except 1991. In that year, the savings from
reduced production costs during peak hours were less than the extra cost to produce the shifted
energy during off peak hours plus the extra energy required by the DSEM program. In the latter
years, as the peak reduction became larger, total production costs decreased.

The savings in production costs result from reduced use of expensive fuel oil. This can be
shown by the increase of energy production in the intermediate plants. The energy output from the
base load units, the Coal and Gas East resources units, would not change with DSEM because
DSEM did not generally affect base load energy use. Diesel units would still play an important role
in supplying energy for peak load (until they are put into retirement in 1997) because their small
size (18 MW) caters to short periods of peak demand.

Table 12-1ld shows that the DSEM program improved the system load factor, and the sys-
tem reserve margin was found to increase with DSEM. In the year 2000 the reserve margin would
be about 24% without DSEM and 28% with DSEM at the 50% penetration rate (Scenario 1) (see
Table 12-1lc). The improvement in reserve margin would help the system to improve unit availa-
bility.

ECONOMIC AND FINANCIAL ANALYSIS OF DSEM

This sectiondescribeseconomicaspectsof TES introduction.The analysisconsideredboththe
consumerand utilityperspectives,and thoughin a simplifiedform, providessome indicationsof
DSEM's economicand financialviability.

Initially,the DSEM program was analyzed from an economicpointof view. The analysis
depictedthe program as a black boxwithcost as the inputandsavingsas the output. The DSEM
case was comparedto the base case. The existingsystem presentlyrequiresa totalcost C. By
introducingDSEM at an extra costof AC, &S wouldbe saved. The &C and &S can be described
as the marginalcost and marginalsavingsincurredfrom introducingthe new technology(DSEM)
to the blackbox. DSEM wouldbe economicallyviableif the marginalsavingsare greater than the

12-10



marginal costs.

The marginalcost in this case includes ali costsrelated to the programsuch as the capital
cost of TES and the program administrativecost. Likewise,the marginalsavingsincludeali the
productioncost savingsand capacitycost savings,etc. Consumer-billsavingswere not included
inAS sincethey are cancelledbythe utility'slossof revenue.

AftershowingDSEM to be economicallyviable,the studyanalyzedthe benefit-costratioof
the DSEM programfrom boththe utility and consumerperspectives. Variousbenefitsand costs
incurredas a resultof the DSEM programwere identified.

Economic Analysis

Only capital costs ofTES were consideredwhen calculatingAC. Informationon typical office
buildingwas used to estimate the cost per installation,andthe resultwas then projectedfor dif-
ferent penetrationrates. The analysisassumedthe standardoffice buildingto requirepower as
follows:

• Buildingair-conditioningload: 5,000 kWh per day

• Air-conditioningcoolingpeak: 600 kW

• Air-conditioningoperatinghours: 7:00 A.M. to 5:00 P.M. (10 hours)

The followinggeneralfactswere alsoused:

• Systempeak period: 8:00 A.M. to 10:00 P.M. (14 hours)
• Chillercosts: 284 MS/kW*

• Storagecosts: 53 MS/kW

Capitalcostsof installingTES were calculatedinthe followingsteps:
• Chillersizewas determined.

• The chillersize was determinedby dividingthe totalair-conditioningload by the aver-
age operatinghours. (Averageoperatinghours is the total operatinghoursmultiplied
bya factorof 0.7.)

• Averageoperatinghours= 10 [hrs]x 0.7 = 7 hrs

• Chillersize = 5000 [kWh]/ 7 [hrs]= 714.29 kW -- 750 kW

Chillercostswere calculated:

• Chillercost = 750 [kW]x 284 [MS/kW]= M$ 213,000

• The storagesize,equal to the chillersizetimes the averageoperatinghours,was cal-
culated.

• Storagesize = 750 [kW] x 7 [hrs]= 5250 [kWh]

The storagecostswerecalculated:

• Storagecost= 5250 [kWh]x 53 [MS/kWh]= M$ 278,250

Otheraccessorycosts(likerefrigerantpiping)wereestimatedto be aboutM$ 45,000.

The capitalcosts of installingTES were assumedto be the sum of chillercosts, storagecosts,
andothermiscellaneouscosts.

• Capitalcost ofTES = M$ 213,000 + M$ 278,250 + M$ 45,000 = M$ 536,250

As mentionedearlier, the program savingsconsideredin the economicanalysiswere the
productioncost and capacity cost savingsonly. Productioncost savingswere found to come
mostlyfrom fuel cost savings. Table 12-13 shows the productioncost savings from the four
scenarios for each year. Capacity savingsin this context refer to the savings gained from not

* The conversion rate used, as of June, 19.90,was2.7100 MalaysianDollaJ's¢o1 US Dollar,
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installing, generating, transmitting, and distributing a given amount of load. In other words, if the
utility were able to reduce X MW of peak demand at a cost of Y MS/MW (where Y is the cost of
installing, generating, transmitting, and distributing a MW of load), then the utility would be able to
save X x Y M$ in capacity costs. Table 12-14 shows the costs for generating, transmitting, and
distributing a kW of load. LLN planning engineers in the LLN Planning Unit determined these
figures. The potential peak demand reductions determined earlier, along with the information con-
tained in Table 12-14, were used to determine the capacity savings shown in Table 12-15.

Table 12-16 shows the marginal costs savings for each scenario. Ali present value calcula-
tions used a discount rate of 10%, and the amounts are expressed in 1990 Malaysian dollars. For
ali the scenarios, the results show a benefit-cost ratio of more than 1, meaning that L_Sis greater
than &C. So, DSEM should be economically viable.

Financial Analysis - Utility Perspective

A utility involved in a demand-side program bears numerous costs. The most important cost
is the loss in revenue, when energy previously used during the high (peak) rate period is shifted to
the low (off-peak) rate period. Other costs, like administrative costs and subsidies to consumers
for the installation of DSEM technology (also known as incentive costs), are incurred as weil.
Administrative costs related to the marketing program generally includes sales promotion, consu-
mer liaison, advertising, and consumer education. The incentive costs could also be considered
part of the marketing cost since they are paid by the utility to the consumers to subsidize the con-
sumer capital costs for installing DSEM technology. This study omitted the program administra-
tive costs from the analysis since no reliable information was available. The revenue losses were
calculated each year for each scenario (see Table 12-17).

The benefits obtained by the utility from DSEM in the form of production and capacity cost
savings were explained in earlier sections. Other benefits, such as improvements in the system
reserve margin, improvements in the utilization of the generating units, transmission, and distribu-
tions system, and improvements in system reliability, were difficult to quantify in monetary terms,
so they were omitted from this analysis.

Tables 12-18a to 12-18d show the costs and benefits of the demand-side program from the
utility perspective.

Financial Analysis - Consumer Perspective

TES offersconsumersreducedelectricitybills for a similaramountof energyused. The cost
bornebythe consumeris merelythe capital cost of installingTES. The utilitycouldofferan incen-
tive to help consumersreduce capital investmentwhichwould, consequently,shortenthe pay-
back period. Samplecalculationsof the costof installinga TES system in a typicallarge officefol-
low.

The Capital Cost of TES:

The capitalcostof TES was calculatedearlier, and thecost per installationfor a typicallarge
officebuildingwas foundto be MS536,250.

Consumer Operating-Cost Savings:

The consumer'soperating-costsavingsderive from lowerelectricitybills.Assumingthat the
consumer is charged with tariff C1 before and tariff C2 after the installation of TES, the calcula-
tions are as follows:

• Demand charges:

Tariff C1 = 600 [kW] x 12.00[ MS/kW] --M$7,200

Tariff C2 = 0 [kW] x 19.00 [MS/kW] = MS0
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• On-peak energy charges:

Tariff C1 = 5000 [kWh] x (9 [hrs] / 10 [hrs]) x 0.18 [MS/kWh] = M$810

Tariff C2 = 0 [kWh] x 0.18 [MS/kWh] = MS0

• Off-peak energy charges:

Tariff C1 = 500 [kWh] x (1 [hrs] / 10[hfs]) x 0.18 [MS/kWh]- M$90

Tariff C2 = 500 [kWh] x 0.08 [MS/kWh] - M$400

• Total annual charges:

Tariff C1 = (M$7,200 x 12 [month]) + (M$810 + M$90) x 260 [days] = 320,400M$/yr

Tariff C2 = (M$400 x 260 [days]) = 104,000M$/yr

Operational cost savings = 320,400 [M$/yr] - 104,000 [M$/yr] = 216,400M$/yr

Payback period = 536,250 [MS] / 216,400 [M$/yr] = 2.5 years

The cost-benefit ratios from the consumer's perspective were determined from Table 12-19
which presents the yearly costs and benefits to the consumer.

DISCUSSION

Impact of DSEM on the Demand Side

The load shape analysis and past records of consumerenergy consumptionshowedthat
large offices had a low load factor (0.458) and high energyconsumptionper building(831,600
kWh per monthfor tariff C2 and 389,179 kWh per monthfortariffC1). The office sector alsohad
highelectricityconsumptionfor air-conditioning(45% to 65% of the totalbuildingload) and used
more than 85% of its energyduringpeakperiod. Consequently,officesconstitutedabout27% of
the total commercialsectorpeak demandduringthe peak hours.The above informationaffirms
that the officesector has great potentialfor energy load managementand that TES seems an
appropriatetechnology.

Commercial Consumers Load Shape- Large Office Buildings:

TES affectstwo load shapevariables,peakdemandand loadfactor.Table 12-20 showsthe
dailypeak loadfor the typicallargeofficebuildingbefore andafterTES. Foreach day exceptSun-
day,where TES was notoperated,the maximumpeak reductiondeclinedby71%.

Changesin the consumerload patternwouldchange the load factor,a conclusionborn out
byTable 12-21, whichdepictsthe daily loadfactorof a typicallargeofficebuildingbeforeandafter
implementingTES. Table 12-21 showsthat TES would improvethe buildingload factor. The
maximumloadfactorimprovement,occurringon Saturday,was61%.
Wide-Scale TES Penetration:

Wide-scaleTES penetrationin largeofficebuildingair-conditioningsystemswas estimated.
Table 12-22 showsthe systempeak demandfor each scenariobyyear. The typicalpeakday sys-
tem load shapewas used in the analysis,lt is clear from Table 12-22 that TES on a large scale
would reduce system peak demand. The degree of potentialreductionwould depend on the
penetrationrate.

Table 12-22 shows that the maximum reductionin systempeak wouldbe achieved(each
year) fromScenario1, andthe minimumreductionfromScenario4. Figure12_16,which plotsthe
degree of potentialpeak reductionagainstvariousTES penetrationrates, showsthat percentage
of peak reduction and penetrationrate are linearly related. The gradient of the line, 0.0603,
definesthe relationshipbetweenthem andcan be usedto determinethe degreeof peak reduction
for vadousTES penetrationrates. For example,a 75% penetrationrate would result in a 4.523%
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(i.e., .75 x 0.063) peak reduction. The maximum potential peak reduction would be about 6.03%
(i.e., 1 x 0.0603)

Table 12-23 shows that, on a large scale, TES would also affect system load factor. The
relationship between the percentage improvement in load factor and the TES penetration rate can
be determined from the plot in Figure 12-17.

In Figure 12-17, the gradient of the line which relates the percentage improvement in load
factor and the penetration rate is 0.0634. Therefore, the maximum potential improvem3nt in the
system load factor is 6.34% (i.e., 1 x 0.0634).

Impact of DSEM on the Supply-Side

TES's impact on the supply-side was analyzed with the production-costing program UPLAN.
The potential reductions in production cost from load shifting are shown in Tables 12-25a and 12-
25b, which present energy production aggregated by fuel type for the years 1992 and 1995. In
general, ali other years showed the same impacts: energy production from oil would decline; there
would be no change in coal, hydro and gas east resource consumption; production in Gas West
#1 would increase; and production in Gas West #2 would decrease.

Tables 12-25a and 12-25b clearly show that the avoided energy production from the most
expensive resource would be replaced by production from the least expensive resource (Gas
West #1). Energy production from the base load resources (i.e., coal, Gas East) and hydro
resources would not be affected by TES. Therefore, TES would not influence base load unit pro-
duction, affecting instead only the production from peak and intermediate units.

Several other impacts would result from the system peak load reduction. The system's
reserve margin would improve, as would system reliability based on the reliability indicator LOLP.
Figure 12-18 summarizes graphically the supply-side impacts of TES.

The overall economic analysis of DSEM showed that DSEM would be economically viable
for ali four scenarios. The internal rate of return (IRR) for ali four was found to be about 50%.
(IRR is the rate at which the cost is equal to the benefit.) IRR is usually used as an indicator to
rank several projects: the higher the IRR,the higher a project's priority.

The benefit-cost analyses showed that both the consumer and utility would benefit from
DSEM. For the high scenario, benefit-cost analysis from the utility perspective showed a benefit-
cost ratio of about 1.348 at a 10% discount rate. From the consumer's perspective, the benefit-
cost ratio was about 3.155 at a 10% discount rate. The IRR for the consumer was about 75%.

CONCLUSIONS

This report presented a study on DSEM's potential impact on the electric power utility LLN in Pen-
insular Malaysia. The technology analyzed was thermal energy storage; office buildings in the
commercial sector were the target group. TES has the ability to shift air-conditioning loads from
peak to off-peak hours.

The initial part of the study investigated the various consumers' consumption patterns, using
remote feeder load-recording facilities. The commercial sector was identified as the most promis-
ing sector for load management, and office buildings were singled out because their air-
conditioning load contributed substantially to the system peak.

Wide application of TES could significantly affect the system demand profile. On the
demand side, the most significant implications are for the peak load and load factor of the large
office sector. On a national scale, the system peak reduction depends on the rate of TES pene-
tration. From simulation results, a penetration rate of 50% by the year 2000 would bring a peak
reduction of about 192 MW.

For a typical large office building, the load factor would improve up to 17% on a normal
weekday, and on a national level, the improvement on the system load factor would be from 0.61
to 0.71 by the year 2000, an improvement of about 3%.
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Tha changes in peak demand and load factor would invariably affect the supply side. The
expected savings for the year 2000 range from 2 to 7 million Malaysian dollars. Fer the reserve
margin, the improvem_,=ntcould be up to about 4%

Extending TES application to other ,ypes of commercial consumers, like hotels and shop-
ping complexes, would result in additional benefits. The magnitude of savings would be less than
from offices, though, since these consumer types use less energy.

The study provides information on the effects of TES in the LLN system, indicating that the
introductio,_of TES would reduce the peak demand and take advantage of the off-peak tariff rates.
Consumers would benefit directly from lower peak demand and energy charges. For the utility,
benefits include lower electricity production costs and an improved system loadfactor.

The economic analysis performed found that introducing TES would be economically viable
for both the utility and consumers. There is, therefore, a need to review and propose possible
guidelines on DSEM, and if need be, some policy statements must be made to encourage and
ensure DSEM's successful implementation.
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Figure 12-4

Typical Indus_trial Load Shape--Peak Day

Normalized to ,C._ystemLoad
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Figure 12-5

Typical Residential Load Shape--Peak Day
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Figure 12-6

Typical Commercial Sector--Peak Day

Normalized to System Load
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Figure 12-7
System Typical Dally Load Shape
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Figure 12-7e THURSDAY
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Figure 12-9
System and Its Sectors' Load Shapes

Normalized to System Load
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Figure 12-10a

Typical Weekday for Hotel
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Figure 12-11a
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Typical Load Shapes Before and After TES
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Typical Load Shapes Before and After TES

Figure 12-14e Figure 12-14f
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Figure 12-15

LSC Flow Diagi'ani
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Figure 12-18
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Table 12-1. LLN, SESCO, and SEB Electricity Demand In 1985

UTILITY ENERGY DEMAND PEAKDEMAND
(GWh) (GWh)

LLN 12,200 2,120
SESCO 760 150
SEB 700 140

Table 12-2a. Base to Peak Ratio - September

WEEK MON TUE WED THU FRI SAT SUN

1 0.642 0.493 0.537 0.559 0.658 0.542 -
2 0.536 0.555 0.548 0.563 0.569 0.555 0.710
3 0.516 0.538 0.518 0.581 0.564 0.586 0.682
4 0.536 0.572 0.567 0.567 0.572 0.587 0.681
5 0.498 0.543 .... 0.704

AVERAGE 0.522 0.522 0.543 0.568 0.568 0.576 0.694

Table 12-2b. Tlmeof Dally Peak-September

WEEK MON TUE WED THU FRI SAT SUN

1 2000 1600 1600 1600 2000 2000 -
2 1100 1100 1100 1200 1100 1100 2000
3 1200 1100 1600 1100 1100 1200 2100
4 1600 1100 1100 1600 1100 1100 2000
5 1100 1500 .... 2000

Table 12-2c. Dally Peak to Monthly Peak Ratio - September

WEEK MON TUE WED THU FRI SAT SUN

1 0.747 0.854 0.977 0.962 0.963 0.870
2 0.937 0.953 0.965 0.940 0.922 0.955 0.720
3 0.957 0.963 1.000 0.964 0.962 0.942 0.733
4 0.786 0.976 0.968 0.973 0.964 0.911 0.786
5 0.970 0.949 .... 0.724
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Table 12-2d. Daily Load Factor- September

WEEK MON TUE WED THU FRI SAT SUN

1 0.749 0.782 0.774 0.791 0.818 0.771 -
2 0.791 0.793 0.781 0.801 0.804 0.745 0.805
3 0.777 0.789 0.774 0.788 0.793 0.762 0.801
4 0.780 0.805 0.795 0.786 0.793 0.779 0.784
5 0.761B 0.793 .....

Table 12-3. System Monthly Peak

MONTH PEAKDEMAND DAY lT TiME lT
(MW) OCCURS OCCURS

September'86 2272 Wednesday 1600 hrs
October'86 2271 Thursday 1100 hrs
November'86 2245 Wednesday 1100 hfs
December '86 2222 Tuesday 1200 hrs
January'87 2246 Wednesday 1100 hrs
February'87 2346 Wednesday 1100 hrs
March '87 2400 Thursday 1200 hrs
April'87 2396 Monday 1600 hrs
May '87 2370 Tuesday 1100 hfs
June '87 2457 Tuesday 1100 hrs
July '87 2412 Wednesday 1100 hrs
August'87 2397 Wednesday 1600 hrs

Table 12-4. Sectoral Peak Contribution and Load Factor

SECTOR CONTRIBUTION FACTOR LOAD
1100 1600 2000 FACTOR

Industrial 0.47 0.49 0.32 0.82
Commercial 0.37 0.37 0.24 0.59
Residential 0.03 0.13 0.42 0.36
Others 0.03 0.02 0.02 0.80

System 1.00 1.00 1.00 0.75
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Table 12-5. Monthly Average Energy Consumption (kWh) Per Consumer
(Large PowerCommercialConsumer)[17]

TARIFF SHOPPING OFFICE HOTEL OTHERS
CLASS

B 44,174 33,138 55,078 93,736
C1 252,544 389,179 11,424 991,194
C2 0 831,600 800,486 1,882,477

Table 12-6. Total Unit Consumed Per Month (MWh)
(Large PowerCommercialConsumer)[14]

TARIFF SHOPPING OFFICE HOTEL OTHERS
CLASS

B 14,754 38,407 12.007 64,279
(6.32%) (16.50%) (5.15%) (27.50%)

C1 8,814 33,080 57 34,854
(3.78%) (14.2%) (0.02%) (14.93%)

C2 0 832 13,608 12,634
(0%) (0.36%) (5.83%) (5.41%)

Table 12-7. Number of Consumers By Consumer Type
(LargePowerCommercialConsumer)[14]

TARIFF SHOPPING OFFICE HOTEL OTHERS
CLASS

B 334 1,159 218 2.194
(8.09%) (28.07%) (5.28%) (53.13%)

C1 25 85 5 79
(0.61%) (2.06%) (0.12%) (1.91%)

C2 0 1 17 12
(0.00%) (0.02%) (0.41%) (0.29%)
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Table 12-8. Commercial Consumers' Peak Contribution and Load Factor

CONSUMER PEAKCONTRIBUTION FACTOR LOAD FACTOR
TYPE 1100 1600 2000

S COMPLEX 7.08 7.40 9.86 0.545

OFFICE 27.67 26.40 7.38 0.458

HOTEL 6.02 6.05 8.28 0.727

OTHERS 59.23 60.16 74.47 0.622

Table 12-9. Office Sector Energy Forecast

YEAR COMMERCIAL OFFICE
SECTOR SECTOR

1990 6319 885
1991 6973 976
1992 7603 1064
1993 8200 1148
1994 8796 1231
1995 9353 1309
1996 10097 1414
1997 10854 1519
1998 11793 1651
1999 12681 1775
2000 13441 1882

Table 12-10a. Load Shape Informatlons- Peak Demand (MW)

YEAR BASE SCENARIO SCENARIO SCENARIO SCENARIO
CASE 1 2 3 4

1990 2929 2929 2929 2929 2929
1991 3204 3293 3196 3198 3201
1992 3456 3433 3439 3445 3450
1993 3733 3698 3707 3715 3725
1994 4144 4092 4105 4118 4131
1995 4420 4351 4368 4385 4403
1996 4668 4133 4202 4357 4513
1997 5082 4972 5000 5063 5055
1998 5440 5304 5338 5372 5406
1999 5811 5647 5688 5729 5770
2000 6184 5993 6041 6089 6136
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Table 12-10b. Load Shape Information - Load Factor

YEAR BASE SCENARIO SCENARIO SCENARIO SCENARIO
CASE 1 2 3 4

1990 0.6918 0.6918 0.6918 0.6918 0.6918
1991 0.6918 0.6941 0.6935 0.6930 0.6924
1992 0.6918 0.6964 0.6952 0.6941 0.6930
1993 0.6918 0.6986 0.6969 0.6952 0.6935
1994 0.6918 0.7006 0.6984 0.6962 0.6940
1995 0.6918 0.7028 0.7000 0.6973 0.6945
1996 0.6918 0.7052 0.7015 0.6983 0.6948
1997 0.6918 0.7072 0.7033 0.6994 0.6956
1998 0.6918 0.7096 0.7051 0.7006 0.6962
1999 0.6918 0.7119 0.7068 0.7017 0.6968
2000 0.6918 0.7139 0.7083 0.7027 0.6973

Table 12-11a. Peak Demand (MW)

YEAR BASE SCENARIO SCENARIO SCENARIO SCENARIO
CASE 1 2 3 4

1990 2929.0 2929.0 2929.0 2929.0 2929.0
1991 3203.6 3193.2 3195.8 3198.4 3201.0
1992 3455.6 3433.3 3438.9 3444.9 3449.9
1993 3733.9 3698.0 3707.0 3714.9 3724.9
1994 4144.1 4092.1 4105.2 4118.1 4131.1
1995 4419.7 4351.1 4368.3 4385.4 4402.5
1996 4667.9 4581.6 4603.1 4624.7 4646.3
1997 5082.4 4972.4 4999.7 5023.0 5054.8
1998 5440.2 5304.0 5338.1 5372.1 5406.2
1999 5810.9 5647.1 5688.3 5729.0 5770.0
2000 6184.3 5992.8 6040.7 6088.5 6136.4
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Table12-11b. Productlon Co_s(M$)

YEAR BASE SCENARIO SCENARIO SCENARIO SCENARIO
CASE 1 2 3 4

1990 794.30 794.30 794.30 794.30 794.30
1991 902.31 902.38 902.32 902.33 902.31
1992 1005.15 1004.95 1005.02 1005.04 1005.10
1993 1088.12 1087.69 1087.82 1087.99 1087.98
1994 1227.68 1227.39 1227.46 1227.51 1227.60
1995 1342.56 1341.25 1341,55 1341,85 1342.21
1996 1412.26 1409.76 1410.36 1411.06 1411.56
1997 1629,93 1626.61 1627.43 1628.43 1629.01
1998 1759.16 1755.09 1756.14 1757.11 1758.12
1999 2054.81 2050.20 2051.28 2052.37 2053.58
2000 2338.95 2331.49 2333.28 2335.15 2336.95

Table 12-11c. Reserve Margin (%)

YEAR BASE SCENARIO SCENARIO SCENARIO SCENARIO
CASE 1 2 3 4

1990 63.00 63.00 63.00 63.00 63.00
1991 48.82 49.30 49.18 49.06 48.94
1992 27.76 28.59 28.38 28.18 27.97
1993 23.17 24.37 24.07 23.80 23.47
1994 24.19 25.77 25.37 24.98 24.58
1995 25.39 27.37 26.87 26.37 25.88
1996 26.30 28.70 28.00 27.50 26.85
1997 24.87 27.63 26.94 26.34 25.55
1998 26.55 29.80 28.97 28.15 27.35
1999 25.19 28.82 27.89 26.98 26.07
2000 24.38 28.36 27.34 26.34 25.35

Table 12-1ld. Load Factor

YEAR BASE SCENARIO SCENARIO SCENARIO SCENARIO
CASE 1 2 3 4

1990 0.6918 0.6918 0.6918 0.6918 0.6918
1991 0.6918 0.6941 0.6935 0.6930 0.6924
1992 0.6918 0.6964 0.6952 0.6941 0.6930
1993 0.6918 0.6986 0.6969 0.6952 0.6935
1994 0.6918 0.7006 0.6984 0.6962 0.6940
1995 0.6918 0.7028 0.7000 0.6973 0.6945
1996 0.6918 0.7052 0.7015 0.6983 0.6948
1997 0.6918 0.7072 0.7033 0.6994 0.6956
1998 0.6918 0.7096 0.7051 0.7006 0.6962
1999 0.6918 0.7119 0.7068 0.7017 0.6968
2000 0.6918 0.7139 0.7083 0.7027 0.6973
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Table 12-12a. Yearly Production (GWh)
(Year. 1991)

RESOURCE BASE SCENARIO SCENARIO SCENARIO SCENARIO
SCENARIO 1 2 3 4

COAL 4679 4679 4679 4679 4679
HYDRO 3517 3517 3517 3517 3517
OIL 4161 4163 4162 4162 4161
DIESEL 0 0 0 0 0
M OIL 0 0 0 0 0
GAS EAST 7059 7057 7058 7058 7058

TOTAL 19416 19416 19416 19416 19415

Table 12-12b. Yearly Production (GWh)
(Year = 1992)

RESOURCE BASE SCENARIO SCENARIO SCENARIO SCENARIO
SCENARIO 1 2 3 4

COAL 4191 4191 4191 4191 4191
HYDRO 3427 3427 3427 3427 3427
OIL 1772 1764 1766 1768 1770
DIESEL 0 0 0 0 0
M OIL 0 0 0 0 0
GAS EAST 6820 6820 6820 6820 6820
GAS WEST 1 4732 4740 4738 4736 4734
GAS WEST 2 0 0 0 0 0

TOTAL 20942 20942 20942 20942 20942

Table 12-12c. Yearly Production (GWh)
(Year = 1993)

RESOURCE BASE SCENARIO SCENARIO SCENARIO SCENARIO
SCENARIO 1 2 3 4

COAL 4190 4190 4190 4190 4190
HYDRO 3241 3241 3241 3241 3241
OIL 479 467 470 476 476
DIESEL 1 1 1 1 1
GAS EAST 6315 6315 6315 6315 6315
GAS WEST 1 6220 6240 6236 6228 6224
GAS WEST 2 2182 2174 2176 2178 2180

TOTAL 22628 22628 22629 22629 22627
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Table 12-12d. Yearly Production (GWh)
(Year ,, 1994)

RESOURCE BASE SCENARIO SCENARIO SCENARIO SCENARIO
SCENARIO 1 2 3 4

COAL 4100 4100 4100 4100 4100
HYDRO 3448 3448 3448 3448 3448
OIL 508 514 513 511 510
DIESEL 0 0 0 0 0
GAS EAST 6823 6823 6823 6823 6823
GAS WEST 1 5994 6001 5999 5997 5991
GAS WEST 2 4242 4229 4233 4236 4240

TOTAL 25115 25115 25116 25115 25112

Table 12.12e. Yearly Production (GWh)
(Year = 1995)

RESOURCE BASE SCENARIO SCENARIO SCENARIO SCENARIO
SCENARIO 1 2 3 4

COAL 4191 4191 4191 4191 4191
HYDRO 3868 3868 3868 3868 3868
OIL 1093 1043 1055 1067 1081
DIESEL 4 3 3 3 4
GAS EAST 6421 6421 6421 6421 6421
GASWEST 1 6977 7051 7034 7015 6995
GASWEST 2 4211 4195 4199 4204 4208

TOTAL 26765 26772 26771 26769 26768

Table 12-12f. Yearly Production (GWh)
(Year = 1996)

RESOURCE BASE SCENARIO SCENARIO SCENARIO SCENARIO
SCENARIO 1 2 3 4

COAL 4191 4192 4192 4192 4191
HYDRO 3970 3970 3970 3970 3970
OIL 192 180 181 184 188
DIESEL 0 0 0 0 0
GAS EAST 6823 6824 6824 6824 6823
GAS WEST 1 4724 4589 4598 4624 4669
GASWEST 2 8385 8534 8524 8495 8446

TOTAL 28285 28289 28289 28289 28287
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Table 12-12g. Yearly Production(GWh)
(Year-- 1997)

RESOURCE BASE SCENARIO SCENARIO SCENARIO SCENARIO
SCENARIO 1 2 3 4

COAL 4191 4191 4191 4191 4191
HYDRO 3725 3725 3725 3725 3725
OIL 422 403 405 421 415
GAS EAST 6421 6421 6421 642 6421
GAS WEST 1 4280 4217 4232 424 4266
GAS WEST 2 11725 11818 11798 11758 11749

TOTAL 30764 30775 30772 30765 30767

Table 12-12h. Yearly Production (GWh)
(Year = 1998)

RESOURCE BASE SCENARIO SCENARIO SCENARIO SCENARIO
SCENARIO 1 2 3 4

COAL 4191 4191 4191 4191 4191
HYDRO 3931 3931 3931 3931 3931
OIL 405 398 400 402 403
GAS EAST 6822 6822 6822 6822 6822
GAS WEST 1 3844 3725 3752 3780 3812
GAS WEST 2 13762 13894 13865 13832 13798

TOTAL 32955 32961 32961 32958 32957

Table 12-121.Yearly Production (GWh)
(Year = 1999)

RESOURCE BASE SCENARIO SCENARIO SCENARIO SCENARIO
SCENARIO 1 2 3 4

COAL 4191 4191 4191 4191 4191
HYDRO 3893 3893 3893 3893 3893
OIL 468 471 469 467 467
GAS EAST 6421 6421 6421 6421 6421
GAS WEST 1 3265 3070 3114 3162 3214
GAS WEST 2 16850 17070 17021 16968 16910

TOTAL 35088 35116 35109 35102 35096
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Table 12-12J.Yearly Production (GWh)
(Year - 2000)

, RESOURCE BASE SCENARIO SCENARIO SCENARIO SCENARIO
SCENARIO 1 2 3 4

COAL 4191 4191 4191 4191 4191 ._/
HYDRO 3943 3943 3943 3943 3943
OIL 475 466 468 470 473
GAS EAST 6822 6822 6822 6822 6822
GAS WEST 1 3250 3058 3100 3147 3199
GAS WEST 2 18767 18984 18936 18883 18825

TOTAL 37448 37464 37460 37456 37453

Table 12-13. Production Cost Saving (MS)

YEAR SCENARIO SCENARIO SCENARIO SCENARIO
1 2 3 4

1991 $-0.07 $-0.01 $-0.02 $ 0.00
1992 $ 0.20 $ 0.13 $ 0.11 $ 0.05
1993 $ 0.43 $ 0.30 $ 0.13 $ 0.14
1994 $ 0.29 $ 0.22 $ 0.17 $ 0.08
1995 $ 1.31 $ 1.01 $ 0.71 $ 0.35
1996 $ 2.50 $ 1.90 $ 1.20 $ 0.70
1997 $ 3.32 $ 2.50 $ 1.50 $ 0.92
1998 $ 4.07 $ 3.02 $ 2.05 $ 1.04
1999 $ 4.61 $ 3.53 $ 2.44 $ 1.23
2000 $ 7.46 $ 5.67 $ 3.80 $ 2.00

Table 12-14. Cost to Supply a kW of Load a Year

GenerationCost 193.92 $/kW/yr
TransmissionCost 146.30 $/kW/yr
DistributionCost 229.40 $/kW/yr

TOTAL 569.62 $/kW/yr

m
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Table 12-15. Capacity Savings (MS)

PEAK REDUCTION (MW) CAPACITY SAVINGS (MS)
Year $1 $2 $3 $4 $1 $2 $3 $4

1991 10.400 7.800 5.200 2.600 5.924 4.443 2.962 1.481
1992 22.300 16.700 10.700 5.700 12.703 9.513 6.095 3.247
1993 35.900 26.900 19.000 9.000 20.449 15.323 10.823 5.127
1994 52,000 38.900 26.000 13.000 29.620 22.158 14.810 7.405
1995 68.600 51.400 34.300 17.200 39.076 29.278 19.538 9.797
1996 86.300 64.800 43.200 21.600 49.158 36,911 24,608 12,304
1997 110.000 82.700 59.400 27.600 62.658 47.108 33.835 15.722
1998 136.200 102.100 68.100 34,000 77.582 58.158 38.791 19.367
1999 163.800 122.600 81.900 40.900 93.304 69.835 46.652 23.297
2000 191.500 143.600 95.800 47.900 109.082 81.797 54.570 27.285

Table 12-16. Benefit-Cost Analysis- An Economic View

MARGINALCOST (AC)IN 1990 M$ MARGINAL SAVING (AS)IN 1990 M$b

Year $1 S2 S3 $4 $1 $2 S3 $4

1991 7.038 5.278 3.519 1,759 5.854 4.433 2.942 1.481
1992 8.450 6.337 4.225 2.112 12.903 9.643 6.205 3.297
1993 9.578 7.183 4.789 2.394 20.879 15.623 10.953 5.267
1994 10.626 7.969 5.313 2.656 29.910 22.378 14.980 7.485
1995 11.979 8.984 5.990 2.995 40.386 30.288 10.147 10.147
1996 14.075 10.556 7.038 3.519 51.658 39.661 25,908 12,904
1997 15.640 11.730 7.820 3.910 65.978 49.738 35.535 16,552
1998 18.740 14.055 9.370 4.685 81.652 61.178 40.841 20.407
1999 20.138 15.103 10.069 5.034 97.914 73.365 49.092 24.527
2000 20.795 15.529 10.353 5.176 116.542 87.467 58.370 29.285
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Table 12-1_. Utility Revenue Losses (M_;)

YEAR $1 $2 $3 $4

1991 4.446 3.335 2.223 1.111
1992 9.696 7.272 4.848 2.424
1993 15.693 11.770 7.847 3.924
19_34 22.344 16.758 11.172 5.586
1995 29.844 22.383 14.922 7.461
1996 38.656 28.992 19.328 9.664
1997 48.448 36.336 24.224 12.112
1998 60.180 45.135 30.090 15.045
1999 72.788 54.591 36.394 18.197
2000 85.751 64.313 42.875 21.438

Table 12-18a. Benefit - Cost Analysis- Utility Perspective
(Scenario1)

YEAR REVENUE INCEN- Tt3TAL PROD COST CAP COST TOTAL NET
LOSS TIVE COST SAVINGS SAVINGS BENEFITS BENEFITS
(MS) (MS) (M$_ (MS) (MS) (MS) (MS)

1991 4.446 0.000 4.446 -0.070 5.924 5.854 1.408
1992 9.696 0.000 9.696 0.200 12.703 12.903 3.207
1993 15.693 0.000 15.693 0.430 20.449 20.879 5.187
1994 22.344 0.000 22.344 0.290 29.620 29.910 7.566
1995 29.844 0.000 29.844 1.310 39.076 40.386 10.542
1996 _8.656 0.000 38.656 2.500 49.158 51.658 13.002
1_97 48.448 0.000 48.448 3.320 62.658 65.978 17.530
1998 60.180 0.000 60.180 4.070 77.582 81.652 21.47'2
1999 72.788 0.000 72.788 4.610 93.304 97.914 25.126
2000 85.751 0.000 85.751 7.460 !09.082 116.542 30.792

Net PresentValue (10%) 196.324 264.743 68.41914

Benefit/ Cost = 1.348501
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Table 12-18b. Benefit-cost Analysis - Utility Perspective
(Scenario2)

YEAR REVENUE INCEN- TOTAL PROD COST CAP COST TOTAL NET
LOSS TIVE COST SAVINGS SAVINGS BENEFITS BENEFITS
(MS) (MS) (MS) (MS) (MS) (MS) (MS)

1991 3.335 0.000 3.335 -0.010 4.443 4.433 1.098
1992 7.272 0.000 7.272 0.130 9.513 9.643 2.371
1993 11.770 0.000 11.770 0.300 15.323 15.623 3.853
1994 16.758 0.000 16.758 0.220 22.158 22.378 5.620
1995 22.383 0.000 22.383 1.010 29.278 30,288 7,905
1996 28.992 0.000 28.992 1.900 36.911 38.811 9.819
1997 36,336 0.000 36.336 2.500 47.108 49.608 13.272
1998 45.135 0.000 45.135 3.020 58.158 61.178 16.043
1999 54.591 0,000 54.591 3.530 69.835 73.36,5 18.775
2000 64.313 0.000 64.313 5.670 81.797 87.467 23.155

Net PresentValue (10%) 147.243 198.569 51.32620

Benefit/ Cost = 1.348581

Table 12-18c. Benefit-cost Analysis- Utility Perspective
(Scenario 3)

YEAR REVENUE INCEN- TOTAL PROD COST CAP COST TOTAL NET
LOSS TIVE COST SAVINGS SAVINGS BENEFITS BENEFITS

(MS) (MS) (MS) (MS) (MS) (MS) (MS)

1991 2.223 0.000 2.223 -0.02n 2.962 2.942 0.719
1992 4.848 0.000 4.848 0.110 6.095 6.205 1.357
1993 7.847 0.000 7.847 0.130 10.823 10.953 3.106
1994 11.172 0.000 11.172 0.170 14.810 14.980 3.808
1995 14.922 0.000 14.922 0.710 19.538 20.248 5.326
1996 19.328 0.000 19.328 1.200 24.608 25.808 6.479
1997 24.224 0.000 24.224 1.500 33.835 35.335 11.112
1998 30.090 0.000 30.090 2.050 38.791 40.841 10.751
1999 36.394 0.000 36.394 2.440 46.652 49.092 12.698
2000 42.875 0.000 42.875 3.800 54.570 58.370 15.494

Net PresentValue (10%) 98.162 133.912 35.75026

Benefit/ Cost = 1.364196
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Table 12-18d. Benefit-Cost Analysis- Utility Perspective
(Scenario4)

YEAR REVENUE INCEN- TOTAL PROD COST CAP COST TOTAL NET
LOSS TIVE COST SAVINGS SAVINGS BENEFITS BENEFITS
(MS) (MS) (MS) (MS) (MS) (MS) (MS)

1991 1.111 0.000 1.111 0.000 1.481 1.481 0.370
1992 2.424 0.000 2.424 0.050 3.247 3.297 0.873
1993 3.924 0.000 3.924 0.140 5.127 5.267 1.343
1994 5.586 0.000 5.586 0.080 7.405 7.485 1.899
1995 7.461 0.000 7.461 0.350 9.797 10.147 2.686
1996 9.664 0.000 9.664 0.700 12.304 13.004 3.340
1997 12.112 0.000 12.112 0.920 15.722 16.642 4.530
1998 15.045 0.000 15.045 040 19.367 20.407 5.362
1999 18.197 0.000 18.197 0 23.297 24.527 6.331
2000 1.438 0.000 21.438 000 27.285 29.285 7.847

Net PresentValue (10%) 49.081 66.534 17.45265

Benefit/ Cost= 1.355588

Table 12-19. Benefit-Cost Analysis- Consumer Perspective
(MS 1000)

YEAR CAPITAL INCEN- OPERATIONAL TOTAL NET
COST TIVE SAVINGS BENEFIT

1991 491.25 0.00 216.00 216.00 (275.25)
1992 216.00 216.00 216.00
1993 216.00 216.00 216.00
1994 216.00 216.00 216.00
1995 216.00 216.00 216.00
1996 216.00 216.00 216.00
1997 216.00 216.00 216.00
1998 216.00 216.00 216.00
1999 216.00 216.00 216.00
2000 216.00 216.00 216.00

Net Present Value (10%) 446.59 1327.23 880.64

Benefit / Cost -- 2.97
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Table 12-20. Typical Large Office Building Peak Load During the On-Peak Period

Day No TES WithTES % Reduction

Monday 1,017 kW 307 kW 69.81%
Tuesday 1,137 kW 330 kW 70.98%
Wednesday 1,137 kW 330 kW 70.98%
Thursday 1,017 kW 307 kW 69.81%
Friday 1,017 kW 307 kW 69.81%
Saturday 1,010kW 193 kW 80.89%
Sunday 166kW 166 kW 0.00%

Table 12-21. Typical Large Office Building Load Factor

Day No TES With TES % Reduction

Monday 0.459 0.538 7.2%
Tuesday 0.458 0.525 14.6%
Wednesday 0.458 0.525 14.6%
Thursday 0.459 0.538 17.2%
Friday 0.459 0.538 17.2%
Saturday 0.313 0.504 61.0%
Sunday 0.745 0.745 0.0%

Table 12-22. System Peak Demand (MW)

YEAR SCENARIO SCENARIO SCENARIO SCENARIO BASE
1 2 3 4 CASE

1991 3193.2 0.32% 3195.8 0.24% 3198.4 0.16% 3201.0 0.08% 3203.6
1992 3433.3 0.64% 3438.9 0.48% 3444.9 0.30% 3449.9 0.16% 3455.6
1993 3698.0 0.96% 3707.0 0.72% 3714.9 0.50% 3724.9 0.24% 3733.9
1994 4092.1 1.25% 4105.2 0.93% 4118.1 0.62% 4131.1 0.31% 4144.1
1995 4351.1 1.55% 4368.3 1.16% 4385.4 0.77% 4402.5 0.38% 4419.7
1996 4581.6 1.84% 4603.1 1.38% 4624.7 0.92% 4646.3 0.46% 4667.9
1997 4972.4 2.16% 4999.7 1.62% 5023.0 1.16% 5054.8 0.54% 5082.4
1998 5304.0 2.50% 5338.1 1.87% 5372.1 1.25% 5406.2 0.62% 5440.2
1999 5647.1 2.81% 5688.3 2.10% 5729.0 1.40% 5770.0 0.70% 5810.9
2000 5992.8 3.09% 6040.7 2.32% 6088.5 1.54% 6136.4 0.77% 6184.3
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Table 12-23. System Load Factor

YEAR SCENARIO SCENARIO SCENARIO SCENARIO BASE
1 2 3 4 CASE

1991 0.6941 0.6935 0.6930 0.6924 0.6918
1992 0.6964 0.6952 0.6941 0.6930 0.6918
1993 0.6986 0.6969 0.6952 0.6935 0.6918
1994 0.7006 0,6984 0.6962 0.6940 0.6918
1995 0.7028 0.7000 0.6973 0.6945 0.6918
1996 0.7052 0.7015 0.6983 0.6948 0.6918
1997 0.7072 0.7033 0.6994 0.6956 0.6918
1998 0.7096 0.7051 0.7006 0.6962 0.6918
1999 0.7119 0.7068 0.7017 0.6968 0.6918
2000 0.7139 0.7083 0.7027 0.6973 0.6918

Table 12-24. Energy Production Cost (MS) *

YEAR SCENARIO SCENARIO SCENARIO SCENARIO BASE
1 2 3 4 CASE

1991 902.38 (-0.01) 902.32 (-0.00) 902.33 (-0.00) 902.31 (0.00) 902.31
1992 1004.95 (0.02) 1005.02 (0.01) 1005.04 (0.01) 1005.10 (0.01) 1005.15
1993 1087.69 (0.04) 1087.82 (0.03) 1087.99 (0.01) 1087.98 (0.01) 1088.12
1994 1227.39 (0.02) 1227.46 (0.02) 1227.51 (0.01) 1227.60 (0.01) 1227.68
1995 1341.25 (0.10) 1341.55 (0,10) 1341.85 (0,10) 1342.21 (0.03) 1342.56
1996 1409.76 (0,18) 1410.36 (0.13) 1411.06 (0.09) 1411.56 (0.05) 1412.26
1997 1626.61 (0.20) 1627.43 (0.15) 1628.43 (0.10) 1629.01 (0.10) 1629.93
1998 1755.09 (0.20) 1756.14 (0.20) 1757.'11 (0.12) 1758.12 (0.10) 1759.16
1999 2050.20 (0.22) 2051.28 (0.20) 2052.37 (0.12) 2053.58 (0.06) 2054.81
2000 2331.49 (0.32) 2333.28 (0.24) 2335.15 (0.20) 2336.95 (0.10) 2338.95

* Ali numbersinparenthesisrepresentrespectivepercentageofproductioncost reduction.
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Table 12-25a. Energy Production (GWh) - 1992

RESOURCE SCENARIO SCENARIO SCENARIO SCENARIO BASE
1 2 3 4 CASE

COAL 4191 4191 4191ct4 4191 4191
HYDRO 3427 3427 3427 3427 3427
OIL 1764 1766 1768 1770 1772
DIESEL 0 0 0 0 0
M OIL 0 0 0 0 0
GAS EAST 6820 6820 6820 6820 6820
GAS WEST 1 4740 4738 4736 4734 4732

20942 20942 20942 20942 20942

Table 12-25b. Energy Production (GWh) - 1995

RESOURCE SCENARIO SCENARIO SCENARIO SCENARIO BASE
1 2 3 4 CASE

COAL 4191 4191 4191 4191 4191
HYDRO 3868 3868 3868 3868 3868
OIL 043 055 067 081 093
DIESEL 3 3 3 3 4
M OIL 0 0 0 0 0
GAS EAST 6421 6421 6421 6421 6421
GASWEST 1 7051 7034 7015 6995 6977
GASWEST 2 4195 4199 4204 4208 4211

26772 26771 26769 26767 26765

Table 12-25c. Energy Production (GWh) - 1999

RESOURCE SCENARIO SCENARIO SCENARIO SCENARIO BASE
1 2 3 4 CASE

COAL 4191 4191 4191 4191 4191
HYDRO 3893 3893 3893 3893 3893
OIL 471 469 467 467 468
GAS EAST 6421 6421 6421 6421 6421
GAS WEST 1 3070 3114 3162 3214 3265
GAS WEST 2 17070 17021 16968 16910 16850

35116 35109 35102 35096 35088
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